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Introduction

In recent years there has been constant growing interest in
the development of simple coarse-grained (CG) models for a
variety of polymers,[2–4] lipids and surfactants,[1, 5–11] and pro-
teins,[12–14] which concentrates on computer simulations of
longer time and larger size scales at the expense of lower reso-
lution representations of structural and dynamical properties.
Different from the classical atomic-level (AL) representa-
tions,[15–17] these models and their correspondingly simplified
force fields consist of beads (also called superatoms or interac-
tion sites with mass) representing groups of atoms, monomers,
or even several monomer units. The beads interact through ef-
fective interaction functions that take into account the re-
sponse of the omitted degrees of freedom effectively in an
average way. How effectively a CG model performs mainly de-
pends on the chosen coarse-graining procedure: i) the model
resolution (how many AL particles per CG bead), ii) the map-
ping procedure (how the bead positions are defined as a func-
tion of the AL particle coordinates), iii) the potential energy
function entering the CG Hamiltonian, and iv) the experimental
and/or AL simulation properties against which the CG model is
calibrated.
The available CG force fields have not been parameterized

by making extensive use of thermodynamic quantities meas-
ured for the particular compounds. Yet hydration free energies
(DFhyd), vaporization enthalpies (DHvap), and liquid-phase densi-
ties (1) of small organic compounds can be employed to cali-
brate AL biomolecular force fields.[19–21] Solvation thermody-

namics of small compounds give an insight into physicochemi-
cal equilibria.[22–25] The extent to which a compound partitions
between two separate environments (e.g. an aqueous phase
and an organic phase) is a fundamental quantity for a variety
of chemical and biochemical phenomena. Considerable effort
has been made in the past decades towards the tabulation of
experimentally determined partition coefficients and the devel-
opment of theoretical models to predict partition coeffi-
cients.[26–28] These data are generally based on empirically de-
rived contributions defined per functional group of atoms in a
coarse-grained fashion. They have been shown to supply accu-
rate thermodynamic descriptions of partitioning in the special
case of homogeneous systems. However, they generally fail in
those cases where the environment cannot be approximated

Thermodynamic data are often used to calibrate or test atomic-
level (AL) force fields for molecular dynamics (MD) simulations. In
contrast, the majority of coarse-grained (CG) force fields do not
rely extensively on thermodynamic quantities. Recently, a CG
force field for lipids, hydrocarbons, ions, and water,[1] in which
approximately four non-hydrogen atoms are mapped onto one
interaction site, has been proposed and applied to study various
aspects of lipid systems. To date, no extensive investigation of its
capability to describe solvation thermodynamics has been under-
taken. In the present study, a detailed picture of vaporization, sol-
vation, and phase-partitioning thermodynamics for liquid hydro-
carbons and water was obtained at CG and AL resolutions, in

order to compare the two types of models and evaluate their
ability to describe thermodynamic properties in the temperature
range between 263 and 343 K. Both CG and AL models capture
the experimental dependence of the thermodynamic properties
on the temperature, albeit a systematically weaker dependence is
found for the CG model. Moreover, deviations are found for sol-
vation thermodynamics and for the corresponding enthalpy–en-
tropy compensation for the CG model. Particularly water/oil re-
pulsion seems to be overestimated. However, the results suggest
that the thermodynamic properties considered should be repro-
ducible by a CG model provided it is reparametrized on the basis
of these liquid-phase properties.
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as a continuum, which is often the case of interest in biological
systems.
The subject of the present article is the vaporization, solva-

tion, and water/oil partitioning thermodynamics of aliphatic
hydrocarbons studied from MD simulations with the recently
developed CG force field by Marrink et al. ,[1] an off-lattice
model developed on the idea of the first model proposed by
Smit et al. ,[5] applied to study a water/oil interface in the pres-
ence of micelles[5] and surfactant self-assembly. This simple
model maps approximately four non-hydrogen atoms to one
interaction site and has been designed to simulate lipid aggre-
gates in water. The corresponding water beads obey the same
mapping scheme, each bead representing a cluster of four
water molecules. The precise mapping depends on the
number of atoms of a molecule; it need not be strictly 1 to 4.
When comparing properties with experimental data, it should
be kept in mind that a CG model represents more than one
mapping. In order to keep the model as simple as possible,
the CG force field was based on only five types of pair-interac-
tion parameters and equal bead masses (72 u).[1] This same CG
force field has been applied to study several properties of lipid
systems,[1,29–32] but it has not yet been validated concerning
the reproduction of experimental and/or theoretical thermody-
namic quantities, except for free energies of partitioning of
water beads in hexadecane, and of butane in water.[1] Recently,
two comparative studies based on configurational entropy es-
timates for liquid hydrocarbons[33] and pure and mixed lipid bi-
layers[32] reported good correspondence between this CG
model and the AL GROMOS model in terms of sampled config-
urational space and average structures. The loss in configura-
tional entropy due to the coarse graining was also estimat-
ed.[32,33] In the present work, we focus on validation of the ther-
modynamic properties of the CG model for physicochemical
equilibria (i.e. water/oil phase partition) of importance in bio-
logical processes. Partition coefficients are directly related to
the differences in free energy and entropy of the compound in
the two different environments.[34–36]

Free-energy differences may be calculated via thermody-
namic integration (TI),[37–46] particle insertion,[47–49] or finite-tem-
perature differences.[50] In practice, such free-energy calcula-
tions for small compounds are highly accurate within the force
field and simulation methodology employed. In principle, the
estimation of entropy differences by using these approaches is
also possible. However, it requires appropriate sampling of the
regions of phase space where the Hamiltonians corresponding
to the two states of the system differ significantly, and can
thus be a difficult task in practice.[44,51]

Four thermodynamic quantities were calculated for water
and the set of alkanes considered: i) their vaporization enthal-
pies (DHvap), ii) their excess Helmholtz free energies (DFexc), iii)
their hydration free energies (DFhyd), and iv) the free energy
(DFsolv) of solvating water into the corresponding liquid hydro-
carbons. From the difference of these quantities it is possible
to derive the corresponding free energies of partitioning
which provide a thermodynamic description of the water/oil
phase separation. More than two thousand simulations (corre-
sponding to a total simulation time of more than 50 ms) were

performed to this end. In order to estimate the change of en-
tropy upon solvation we made use of a finite-difference ap-
proach using simulations performed at different temperatures,
assuming a constant heat capacity over the temperature range
considered. The set of hydrocarbons has been chosen with an
eye to the occurrence of aliphatic fragments in lipids of biolog-
ical interest. It has been limited to n-alkanes of chain length
up to hexadecane (four corresponding CG beads). We report
the results of two versions of the CG potential energy function:
i) the version used in the parameterization applied with the
GROMACS simulation software, and ii) a slightly modified ver-
sion used with the GROMOS05 simulation software. Both po-
tential energy functions are of the shifted/switched type, en-
forcing smooth decay to zero of potential energy and force at
the cutoff distance. The two forms match closely in the region
around the minimum of the potential energy. A discussion on
the shifting and switching potential energy terms used in com-
bination with the GROMACS[52] and GROMOS05[53] simulation
programs is presented in the Appendix.

Results and Discussion

Liquid and Vaporization Properties at CG and AL
Resolutions

Table 1 displays the physical properties for water (wt) and for
the aliphatic hydrocarbons n-butane (C4), n-octane (C8), n-do-
decane (C12), and n-hexadecane (C16). Experimental and calcu-
lated values from MD simulations at 303 K based on different
model resolutions are reported for the average liquid density
(1), the self-diffusion coefficients (D), and the enthalpies of va-
porization (DHvap).
A comparison of average liquid densities shows a good cor-

respondence between AL (1AL) and experimental (1exp) values.
For water both CG models (see Figure 7, Appendix) yield good
agreement with experiment. For the alkanes, when using the
real masses of the beads (56–58 u) instead of the model one
(72 u), larger deviations (up to 19%) are found between both
CG (1CG) results and 1exp values. These deviations decrease with
increasing chain length of the alkanes. The difference in densi-
ty due to the different treatments of nonbonded interactions
in the two CG models is at most 3%. Details on the different
implementation of the nonbonded potential energy terms in
GROMACS and GROMOS05 are discussed in the Appendix.
Figure 1 shows structural properties of liquid C16 for the AL

and CG models at 323 K using particle–particle radial distribu-
tion functions: i) for the original CG model[1] using the GRO-
MACS nonbonded interaction term[52] (code: rdf 1), ii) for the
same CG model[1] treating the nonbonded interactions as in
the GROMOS05 nonbonded interaction term[53] (code: rdf 2),
iii) for the AL model (code: rdf 3), and iv) for the centers of
mass of the CG fragments (MAP) mapped from the AL model
with a 4:1 mapping scheme (code: rdf 4).[33] The CG models
evidence stronger ordering than the AL model, especially in
the first coordination shell. However, the number of particles
in this first shell [about 6 for the (mapped) CG models; about
24 for the AL model] is similar in the four cases, as inferred
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from the integral x over the radial distribution function. In gen-
eral the structure of CG C16 liquids is similar for the two treat-
ments of nonbonded interaction.
Table 1 also reports the self-diffusion coefficients from the

same simulations, from previous work[1] and (whenever availa-
ble) from experiment.[54,55] A direct comparison between abso-
lute CG (DCG) and AL (DAL) coefficients is not possible, because
the diffusion of simplified beads representing a water tetramer
or groups of aliphatic CHn groups is intrinsically different, due
to smoother potentials and a reduced number of interactions.
As previously suggested,[1] DCG values are effective values in
the case of CG water diffusion (i.e. scaled to the diffusion of 4
SPC water molecules). In an attempt to compare the AL model
diffusion with that of the CG model, we calculated the self-dif-
fusion coefficient of a water tetramer in SPC water and in SPC
tetramer water at the AL level. We find a self-diffusion coeffi-
cient for a SPC water tetramer in SPC water of 4.0I10�9 m2s�1,

a value only slightly smaller than the SPC one of 4.2I
10�9 m2s�1. Interestingly, a value of 2.7I10�9 m2s�1 is found
for the self-diffusion coefficient of the same SPC tetramer in a
solution of SPC tetramers, which is closer to the DCG value of
2.0I10�9 m2s�1. The trend in the results for different alkane
chain lengths agrees with that for the AL model.
Vaporization enthalpies were calculated from CG (DHCGvap) and

AL (DHALvap) simulations at 303 K. In this case, corresponding CG
values are not available from Marrink et al. ,[1] with the only ex-
ception of C16, for which a value of 66 kJmol�1 was estimat-
ed.[33] As expected, DHALvap values at 303 K are in good agree-
ment with experiment and with previous calculations[20] at
298 K. For the CG water model, in which a CG bead represents
a water tetramer, the energy needed to separate the tetramer
into four (non-interacting) water molecules must be added to
DHCGvap when comparing with DHexpvap. This tetramer energy is es-
timated to be 16 kJmol�1 using the AL model, giving a value
for DHCGvap of 46 kJmol

�1, which is close to the experimental
value. For the alkanes a large deviation from experiment (up
to 36% for C4) is observed. The DHCGvap values deviate by up to
31% from the corresponding DHALvap results. The CG model sys-
tematically underestimates the heat of vaporization. All (free)
energy values investigated are found to be rather similar be-
tween the two different nonbonded interaction treatments.

Helmholtz and Solvation Free Energies of Alkanes at CG and
AL Resolutions

Table 2 summarizes the Helmholtz excess free energies for the
alkanes at different model resolutions (DFCGexc andDFALexc) and
from experiment (DFexpexc ).

[22,57] Here we define the excess free
energy as the free energy associated with the removal of a
molecule from its own liquid. Thus, the sign is opposite from
that used in the seminal works of Ben-Naim and Marcus.[57] The
AL model underestimates DFexc increasingly for larger chains
(up to 15%). The CG model shows larger deviations from ex-
periment, up to 32%. This is in line with the observed trends
in the heat of vaporization. The intermolecular interaction, that
is, interaction level III in the CG model,[1] underestimates the in-
termolecular attraction among oil particles.

Table 1. Physical properties of the CG model compared to experiment and to AL simulations. Liquid densities, self-diffusion coefficients, and enthalpies of
vaporization from experiments (1exp;Dexp ;DHexpvap), using the CG model (1

CG;DCG ;DHCGvap), and the GROMOS 45A3 AL force field (1
AL;DAL ;DHALvap). Values from sim-

ulations are reported followed by the corresponding average temperatures and their standard deviations.

1exp[a] 1CG[b] 1CG[c] 1AL[d] Dexp[e] DCG[b] DCG[c] DAL[d] DHexpvap
[f] DHCGvap

[b] Th i DHCGvap
[c] Th i DHALvap

[d] Th i
ACHTUNGTRENNUNG[gcm�3] [10�9 m2 s�1] ACHTUNGTRENNUNG[kJmol�1] ACHTUNGTRENNUNG[kJmol�1] [K] ACHTUNGTRENNUNG[kJmol�1] [K] ACHTUNGTRENNUNG[kJmol�1] [K]

wt 0.99 0.99 0.96 0.97 2.4 2.0 2.0 4.2 43.9 29.0�0.1 303�1 30.1�0.1 301�1 42.0�0.1 302�3
C4 0.58 0.68 0.69 0.57 >5.0 1.9 1.8 5.2 21.0 13.5�0.1 303�1 15.4�0.1 302�1 19.7�0.3 302�3
C8 0.70 0.78 0.78 0.70 2.0 0.6 0.5 3.3 41.5 31.9�0.2 303�1 30.5�0.2 302�1 39.6�0.4 302�3
C12 0.75 0.80 0.81 0.74 – 0.3 0.2 1.6 61.5 45.1�0.2 303�1 44.6�0.2 302�1 60.4�0.4 302�3
C16 0.77 0.81 0.83 0.77 – 0.2 0.2 0.9 81.3 64.5�0.2 303�1 60.3�0.2 301�1 80.4�0.7 302�3

[a] Values measured at 293 K from Lide[54] [b] This study, using the GROMACS setup of ref. [1] , a 20 fs time step, r1=0.9 nm and rc=1.2 nm; effective self-
diffusion coefficients in the case of water. [c] This study, using the GROMOS05 Lennard–Jones potential energy term, a 20 fs time step, r1=0.0 nm, and rc=
1.4 nm; self-diffusion coefficients are reported relative to the experimental value of liquid water, as in ref. [1] . [d] This study, from 1 ns GROMOS 45A3 AL
simulations at T=303 K using a 2 fs time step. [e] Water, extrapolated to 303 K from Krynicki et al.[55] hydrocarbons: extrapolated to 303 K from Douglass
and Mccall[56] [f] Lide,[54] Values were measured at 298 K, but at 321 K for C16.

Figure 1. Radial distribution functions g(r) and their integrals x(r) from (CG:
15 ns; AL: 6 ns) simulations of liquid C16 at 323 K. For the CG model they
are from calculations as in Marrink et al.[1] (c ; 20 fs time step, r1=0.9 nm
and rc=1.2 nm) or as described in this work (d ; 20 fs time step,
r1=0.0 nm and rc=1.4 nm). For the AL model they are calculated by using
united atoms (b) or the corresponding mapped beads (MAP; c). The
functions are calculated for the terminal particles of the chains (rdf, thin
lines) taking into account all united atoms, mapped beads, or beads exclud-
ing intramolecular pairs. The corresponding running integrals x(r) of
4pr21g(r) are also shown (corresponding thick lines).
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Figure 2 reports the free energies of solvating hydrocarbons
in water from experiments (DFexphyd) and from MD simulation at
different model resolutions (DFCGhyd and DFALhyd) and at different

temperatures in the range between 263 and 343 K. The corre-
sponding values are in Table S1 of the Supporting Information.
For C4 and C8 at 303 K the AL force field provides values in
agreement with experiment and with values previously report-
ed[20] at 298 K. The values of DFCGhyd are too large, which means
that the water/oil repulsion (i.e. interaction level V in the CG
model[1]) is overestimated in the CG model. The DFCGhyd from the
GROMACS and GROMOS05 treatments of nonbonded interac-
tion differ by less than 2%. The variation of the hydration free
energy with temperature shows a linear trend for both AL and
CG models (the lowest linear regression coefficient is 0.96, ob-
served for AL C4). The CG model shows a stronger dependence
on temperature than the AL model. This indicates that the CG
model displays less enthalpy–entropy compensation than the

AL model, which may be due to the elimination of degrees of
freedom upon coarse graining.
In order to fully understand these trends, we calculated the

change of solute–solvent interaction energy (DUUV) upon hy-
dration as a function of the simulation reference temperature
from CG and AL simulations of C4, C8, C12, and C16 in water
(Figure 3). As expected from the previous DFCGhyd values, DUCGUV

values are not sufficiently negative compared to the DUALUV
ones. Both DUCGUV and DUALUV values increase with increasing hy-
drocarbon chain length. As previously noticed from configura-
tional entropy calculations,[32,33] the dependence of solute ther-
modynamic properties on changes in temperature is weaker
for the CG model compared to the AL model, that is, CG
models have a smaller heat capacity than AL ones, as a conse-
quence of the reduced number of degrees of freedom.
Figure 4 shows the solute/solvent entropy change (DSUV)

upon hydration as a function of the simulation reference tem-
perature. The DSCGUV values are not sufficiently negative com-
pared to DSALUV values. Combining the DUUV and the �TDSUV
values for both AL and CG models, the weaker dependence of
DFALhyd on T compared to DFCGhyd (Figure 2) is due to the stronger
enthalpy–entropy compensation in the AL model.
We also estimate the solvent–solvent entropy changes DSCGvv

and DSALvv upon hydrating C4, C8, C12, and C16 hydrocarbons
(i.e. the solvent reorganization entropy; see Computational
Methods). As previously reported, these quantities are difficult
to converge.[23, 58,59] We find considerable error bars on these
quantities at both resolutions (see Figure S2 in the Supporting
Information).

Table 2. Excess free energies (DFCGexc and DFALexc) of hydrocarbon liquids
(and corresponding errors) estimated via thermodynamic integration
from CG (r1=0.0 nm; rc=1.4 nm) and AL simulations at 303 K, and experi-
mental values (DFexpexc ) at 298 K. All values are in kJmol

�1. See the Compu-
tational Methods section for details.

C4 C8 C12 C16

DFCGexc 10.6 (0.5) 18.3 (1.1) 24.0 (1.4) 30.9 (1.4)
DFALexc 7.4 (0.1) 21.7 (0.1) 26.8 (0.1) 38.5 (0.1)
DFexpexc

[a] 11.1 22.3 32.3 45.5

[a] Values at 298 K from Ben-Naim and Marcus.[57]

Figure 2. Hydration free energy (DFhyd) as a function of the simulation refer-
ence temperature from CG (*) and AL (*) simulations of C4, C8, C12, and
C16 in water with the GROMOS05 treatment of nonbonded interactions. The
corresponding linear regression curves are also displayed (CG: b ; AL:
c) together with their linear correlation coefficients (slopes in
kJmol�1K�1). Error bars are shown as vertical lines. Experimental values at
298 K are denoted by the symbol I . See also Table S1.

Figure 3. Solute–solvent interaction energy change upon hydration (DUuv) as
a function of the simulation reference temperature from CG (*, b) and AL
(*, c) simulations of the solutes C4, C8, C12, and C16 in water using the
GROMOS05 treatment of nonbonded interactions. The corresponding linear
regression curves are also displayed (CG: b ; AL: c) together with their
linear correlation coefficients (slopes in kJmol�1K�1). Error bars are shown as
vertical lines. See also Table S2.
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Solvation Free Energies of Water at CG and AL Resolutions

The solvation properties of the CG water model are studied in
terms of its excess free energy (DFCGexc) as calculated from TI in
the range between 263 and 343 K. This is equivalent to the sol-
vation of a CG water bead in its own liquid, but with opposite
sign. An experimental value DFexpexc of 24.0 kJmol

�1 at 298 K has
been reported.[60] A DFALexc value of 23.3�0.6 kJmol�1 was calcu-
lated for the SPC (AL) water model.[61] At 303 K we obtain a
DFCGexc value of 17.9�0.4 kJmol�1 (a similar value of 16.9�
1.0 kJmol�1 was estimated using the GROMACS treatment of
the nonbonded interactions). We note, however, that DFCGexc
values should be compared to the corresponding excess free
energy of a water tetramer. We find an excess free energy of
22.0�0.6 kJmol�1 for the insertion of an SPC water tetramer
into SPC water, and of 19.2�0.7 kJmol�1 for the insertion of
an SPC water tetramer into a liquid of SPC tetramers. The DFCGexc
value compares well to this value, which indicates that the in-

sertion of a CG water bead into its liquid is reasonably well
represented by the CG water model. Values of DFCGexc in the
temperature range between 263 and 343 K are shown in
Figure 5. They decrease upon increasing the simulation tem-
perature. We note that the experimental temperature depend-
ence has a comparable slope of about �0.05 kJmol�1K�1
(Figure 2.18 in ref. [22]). Additionally, Figure 5 displays the
change in solute–solvent interaction energy upon hydration of
CG water (DUUV) and the corresponding solute–solvent entropy
change upon hydration (DSUV). Both quantities decrease upon
increasing the temperature.

Water/Oil Partitioning in the CG Model

Partitioning thermodynamics are also investigated. DFCGsolv
values are calculated at 303 K for the insertion of a CG water
bead into liquids of aliphatic hydrocarbons of increasing chain
length. We find DFCGsolv values of C4: 4.1�0.4, C8: 6.6�0.5,
C12: 8.0�0.6, and C16: 8.8�0.8 kJmol�1 using the GROMOS05
treatment of nonbonded interactions (values within 1% are
found using the GROMACS treatment of nonbonded interac-
tions). This yields DDFw/o values for partitioning of water in
water and water in hydrocarbon at 303 K of C4: 22.0, C8: 24.5,
C12: 25.9, and C16: 26.7 kJmol�1 [Eq. (9)] . The latter value
agrees well with the experimental value[62] of 25 kJmol�1. Cor-
responding free energies DDFw/o for partitioning of hydrocar-
bon in hydrocarbon and hydrocarbon in water were also calcu-
lated [Eq. (10)] at 303 K C4: 24.3, C8: 38.1, C12: 53.4, and
C16: 67.8 kJmol�1. The experimental DDFexpo=w value for C16 is
larger than 50 kJmol�1.[1, 62–65]

Computational Methods

Molecular Dynamics Simulations : Trajectories for (CG or AL) hydro-
carbon molecules (n-butane: C4; n-octane: C8; n-dodecane: C12;
n-hexadecane: C16) and CG[1] or SPC[66] water (wt) were generated
by using the GROMOS05 package of programs[53] and the GRO-
MACS package of programs.[52] The CG force field is that proposed
by Marrink et al.[1] with a slight modification when using the
GROMOS05 software (see Appendix), and the AL model is the
GROMOS96 45A3 one.[16,20] CG alkanes were solvated in approxi-
mately 400 CG wt beads (i.e. C4: 399, C8: 398, C12: 397, C16: 396)
and were simulated in rectangular boxes using periodic boundary
conditions. AL alkanes were solvated in boxes of large volumes (i.e.
containing C4: 1151, C8: 2051, C12: 2077, C16: 2720 water mole-
cules). Simulations of the corresponding pure liquids were per-
formed at both CG (wt: 400, C4: 400, C8: 200, C12: 100, C16: 100
molecules) and AL (wt: 1600, C4: 1600, C8: 2059, C12: 2080,
C16: 2721) model resolutions in order to study vaporization ther-
modynamics, diffusion, and properties of their liquid structures.

The temperature (values reported in the Results and Discussion
section) and pressure (1 atm) were kept constant by using a weak-
coupling algorithm[67] (relaxation times of 0.1 and 0.5 ps, respec-
tively). Identical experimental values for CG and AL simulations
have been set for the isothermal compressibility kT when using
pressure coupling [wt: 0.75, C4: 5.0, C8: 1.6, C12: 1.6, C16: 1.6I
10�2 (kJmol�1nm�3)�1] . When calculating the (Helmholtz) free ener-
gies, the volume was kept constant instead of the pressure. All MD
simulations were initialized with i) particle positions reproducing

Figure 4. Solute–solvent entropy change upon hydration (DSuv) as a function
of the simulation reference temperature from CG (*) and AL (*) simulations
of the solutes C4, C8, C12, and C16 in water using the GROMOS05 treatment
of nonbonded interactions. The corresponding linear regression curves are
also displayed (CG: b ; AL: c) together with their linear correlation coef-
ficients (slopes in JK�2mol�1). Error bars are shown as vertical lines. See also
Table S3.

Figure 5. Helmholtz excess free energies of CG water (DFCGexc; *), and corre-
sponding solvent–solute interaction energy change (DUCGuv ; &), and solute-
solvent entropy change (DSCGuv ; *) as a function of the simulation reference
temperature. Error bars are shown as vertical lines. The experimental DFexpexc
value at 298 K is denoted by the symbol 6 .
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experimental liquid densities and ii) velocities taken from a Max-
well–Boltzmann distribution at the corresponding temperature.
Newton’s equations of motion were integrated using the leapfrog
algorithm[68] with a time step of 20 fs (CG) or 2 fs (AL). For AL sys-
tems the simulation protocol is identical to that previously report-
ed for its parameterization.[20]

In CG simulations, a number of changes are made in the simulation
protocol. Bond-length constraining was not employed. Nonbonded
interactions between second-nearest neighbors were not excluded.
Nonbonded interactions were updated every time step. In the
GROMOS05 simulations, the van der Waals potential energy term
was smoothly shifted to zero between a distance of r1=0.0 nm
and its cutoff distance of rc=1.4 nm. The original CG model

[1]

made use of a different switching function implemented in the
GROMACS program,[52] starting the switching at 0.9 nm, and using
a cutoff of 1.2 nm. The differences between the GROMOS05 and
GROMACS non-bonded energy terms are discussed in the Appen-
dix at the end of this article.

Enthalpy of Vaporization : The enthalpy of vaporization DHvap was
estimated from two simulations, one for the liquid phase and a
second for the gas phase, as previously described.[19,20] The (N,V,T)
simulations of the hydrocarbon systems were equilibrated for
1.5 ns up to 6 ns, until the average pressure converged. The final
configurations and velocities of these liquid hydrocarbon systems
were used to generate initial positions and velocities for the gas-
phase simulations. Each individual molecule was then simulated
without intermolecular interactions in the gas phase at 303 K. Va-
porization enthalpies were calculated as the difference between
the (per molecule) potential energy in the gas phase and in the
liquid phase plus an RT term. Corresponding errors were deter-
mined from the two standard deviations from the average.

Calculation of Excess Free Energy : The excess Helmholtz free energy
DFexc of the liquid hydrocarbons and of liquid water at 303 K at
both CG and AL resolutions were calculated using standard ther-
modynamic integration techniques.[69] The system was perturbed
from the liquid state (A, l=1) to the gas state (B, l=0) by pro-
gressively removing, as a function of l, the intermolecular interac-
tions in (N,V,T) simulations which were performed for 50 (CG) or 25
(AL) intermediate l values. For each individual l value at least 3 ns
(CG) or 0.2 ns (AL) for equilibration and at least 6 ns (CG) or 0.2 ns
(AL) were used for analysis. Additional sampling [up to 15 ns (CG)
or 6 ns (AL)] was required for particular l values. The integration
procedure and calculation of the corresponding errors were as de-
scribed in ref. [70] . A value aLJ=0.7 for the soft-core parameter

[71]

was chosen for both CG and AL models.

Calculation of Solvation Free Energy : The free energy change be-
tween two states A and B of a molecular system was estimated by
using the thermodynamic integration (TI) procedure [Eq. (1)][37, 46]

DFBA ¼ FB � FA ¼
Z

lB

lA

dl
@UUV lð Þ

@l

� �
l

ð1Þ

where UUV(l) denotes the potential energy function describing the
total solute–solvent interaction, the average . . .h il is taken over
the MD trajectory, and l is a coupling parameter that regulates the
strength of UUV and varies linearly from full (l=0) to zero (l=1) in-
teraction. It is assumed that only the solute–solvent interaction UUV
in the Hamiltonian H depends on l. Simulations were performed at
constant volume for 50 (CG) or 25 (AL) intermediate l values until
a smooth curve for the free energy derivative was obtained (see
Figure S1 in the Supporting Information), which was then integrat-
ed numerically (i.e. by trapezoidal integration). The free energy of

the compounds in vacuum were estimated from analogous runs,
as previously described.[72] For each individual l value at least 3 ns
(CG) or 0.2 ns (AL) for equilibration and at least 6 ns (CG) or 0.2 ns
(AL) were used for analysis. Additional sampling [up to 15 ns (CG)
or 12 ns (AL)] was required for particular l values, especially at
263 K. Free energies of solvation are reported for i) hydrocarbons
in water (i.e. the hydration free energies DFCGhyd and DFALhyd), ii) CG
water in CG hydrocarbon liquids (i.e. the solvation free energy
DFCGsolv). The length of each simulation was varied in order to obtain
converged averages. Soft-core solute–solvent interactions were
used with a soft-core parameter[16] aLJ=0.7 (CG) or 0.5 (AL) to
avoid singularities of the free energy when annihilating (l!1) in-
teraction sites.[71]

Calculation of Entropy of Solvation : The change in entropy upon
solvation was also analyzed.[58,59] This quantity is the sum of two
contributions: one coming from the solute–solvent interaction and
another from the solvent–solvent interaction, often referred to as
the solvent reorganization term [Eqs. (2)–(7)]

DSS ¼ DSuv þ DSvv ð2Þ

with the terms DSuv and DSvv defined in Equations (3) and (4) re-
spectively,

DSuv ¼
1

kT2

Z
1

0
dl Uuv lð Þh il

@

@l
Uuv lð Þ

� �
l

� Uuv lð Þ @

@l
Uuv lð Þ

� �
l

� �

ð3Þ

DSvv ¼
1

kT2

Z
1

0
dl Uvv lð Þh il

@

@l
Uuv lð Þ

� �
l

� Uvv lð Þ @

@l
Uuv lð Þ

� �
l

� �

ð4Þ

and DUS is [Eq. (5)]

DUS ¼ DUuv þ DUvv ð5Þ

with DUuv and DUvv defined by Equations (6) and (7)

DUuv ¼ Uuvh il¼0� Uuvh il¼1 ð6Þ

DUvv ¼ TDSvv: ð7Þ

In principle, several approaches can be employed to obtain total
entropy differences [Eq. (2)] , but their practical application is not
straightforward.[73] Although the solute–solvent contribution
[Eq. (3)] converges quite rapidly, the solvent reorganization term
[Eq. (4)] is quite difficult to calculate, since the averages are taken
over all solvent–solvent interactions. However, the second term
does not contribute directly to the free energy {it is cancelled by
another term coming from the solvation energy [Eq. (7)]}.[23, 58,59]

Thus, it need only be calculated when solvation entropies are to
be compared with experimental values. Similarly, the solute–sol-
vent energy [Eq. (6)] converges reasonably quickly, but the total
energy [Eq. (5)] is difficult to obtain due to the solvent reorganiza-
tion [Eq. (7)] .

An alternative method to obtain the total entropy change upon
hydration (or solvation in general) is by calculating finite differen-
ces[50] of the free energy at different temperatures. In this ap-
proach, it is assumed that the heat capacity Cp is constant in the
considered 2DT temperature range, so that [Eq. (8)]

DSS ¼ � @Ghyd
@T


 �DGhyd T þ DTð Þ � DGhyd T � DTð Þ
2DT

: ð8Þ
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The assumption of constant Cp holds for the system considered in
the present study, as can be inferred from results displayed in
Figure 2.

Calculation of Partitioning Free Energy : The free energy of partition-
ing of water between the aqueous and the oil phases can be cal-
culated using Equation (9)

DDFw=o ¼ DFsolvðwater in oilÞ þ DFexcðwaterÞ ð9Þ

and the free energy of partitioning of oil between the aqueous
and oil phases is given by Equation (10)

DDFo=w ¼ DFhyd ðoil in waterÞ þ DFexc ðoilÞ ð10Þ

We note that for a CG model i) the excess free energy of a pure
liquid constituted by a single bead (wt and C4) is identical to the
negative of its solvation free energy, and ii) for water its excess free
energy is identical to the negative of its hydration free energy (the
free energy in the gas phase is zero).

Analysis of Liquids : Radial distribution functions involving intermo-
lecular particle distances were, after equilibration, calculated for
C16 from 104 structures taken from 15 ns (CG) or 6 ns (AL) trajecto-
ries at 323 K. Self-diffusion coefficients (D) for both the CG and AL
models were calculated from a least-squares fit to a straight line of
the mean square displacements of all particles in the system as a
function of time. In the text we refer to simulations of SPC tetram-
ers. These were carried out as described above for AL MD simula-
tions, but with additional use of a half-harmonic attractive restrain-
ing potential energy term among the SPC oxygen atoms of quad-
ruples of water molecules. The restraining distance was set to
1.2 nm and a force constant of 500 kJmol�1nm�2 was employed.
This keeps the 4 SPC water molecules within a sphere of 0.47 nm
diameter, the average CG water–CG water bead distance, but si-
multaneously leaves rotational freedom to the SPC water mole-
cules.

Treatment of Nonbonded Interactions in the CG Model Combined
with Soft-Core Potentials : Figure 6 shows the soft-core Lennard–
Jones potential energy term for the interaction of two CG water
beads, as obtained from i) the GROMOS05 nonbonded potential
energy term,[53] with force and energy smoothing at a cutoff dis-

tance of 1.4 nm, ii) the GROMOS05 soft-core potential energy
term,[53] which simultaneously reproduces the soft-core character
and the force and energy smoothing at a cutoff distance of
1.4 nm, and iii) the standard GROMOS96 soft-core potential energy
term.[16] Only the GROMOS05 potential energy functions i) and ii)
are smoothly shifted to zero at a cutoff distance of 1.4 nm with
corresponding vanishing forces (see inset of Figure 6). Here we use
the GROMOS05 soft-core form, that is, the force vanishes at the
cutoff distance rc for a shift function from r1=0.0 nm and a cutoff
distance of 1.4 nm. As discussed in the Appendix, the shape of this
potential energy function is close to the one originally used for the
parameterization of the CG force field[1] (Figure 7).

Conclusions

An analysis of vaporization, solvation, and water/oil partition-
ing thermodynamics is presented at two different levels of
model resolution. These properties from a coarse-grained
model were investigated by comparison with calculated
atomic-level model properties and experimental data. The re-
sults at different model resolutions suggest that the coarse-
grained force field investigated largely captures the physical
properties of pure liquids and of solvation. However, there is
ample room for improvement. A reparameterization based on
the liquid-phase properties considered is likely to enhance the
accuracy of the CG force field. In particular, oil/oil interactions
are too weak, and water/oil repulsion is overestimated. The CG
model displays less enthalpy–entropy compensation for solva-
tion of alkanes in water than the AL model. The overall balance
in the partitioning of the species is, however, reasonably well
reproduced. The results confirm that the dependence of the
thermodynamic quantities on the temperature is weaker for
the CG force field compared to the AL one, due to a reduced
number of degrees of freedom.
The present study suggests that accurate solvation thermo-

dynamics could be employed as a solid physical basis for pa-
rameterizing and validating coarse-grained force fields, as has
been done for well-established biomolecular atomic-level force
fields.

Appendix

Here we discuss the Lennard–Jones (LJ) potential energy terms
implemented as the GROMACS shift[74] and GROMOS05 switch-
ing[53] functions, respectively. The GROMACS shift function
used in the parameterization of the coarse-grained (CG) model
due to Marrink et al.[1] and the GROMOS05 switching function
were used in this work to assess the thermodynamic properties
of this model.
The GROMACS manuals (see http://www.gromacs.org) do

not correctly describe the shift functions for arbitrary powers
of 1/r, which leads to incorrect expressions for the LJ energy
terms. However, at least in GROMACS versions 2.0 through 3.2
the LJ force terms were correctly implemented. In this Appen-
dix we wish to resolve any ambiguity and to clearly describe
the potential energy terms used to parameterize the original
CG model and the differences with respect to the GROMOS05
form also used in this work.

Figure 6. Comparison of Lennard–Jones potential energy terms for the inter-
action between two CG water beads[1] as a function of distance for the
GROMOS05[53] form (c ; with switch), the GROMOS05[53] form (d ; with
soft core and switch), both used in this study, and the soft-core
GROMOS96[16] form (c). The soft core parameter[16,71] is aLJ=0.7. Switching
is done over the range r1=0.0 nm to rc=1.4 nm.
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The GROMACS User Manuals[52] (e.g. , version 3.0, pp. 51–53)
derive a form of the shift force Sa(r) to be added to forces of
the form r�(a+1) in order to let the force decay smoothly to
zero at the cutoff distance rc. The smooth decay may be initiat-
ed from a switching point r1, with 0� r1< rc. Under the condi-
tions that the forces and the first derivatives of the forces are
i) continuous at r1 and at rc, and ii) zero at rc, the simplest
added force Sa(r) to be applied between r1 and rc, is a third-
order polynomial given in the GROMACS manuals as Equa-
tion (A.1).

SaðrÞ ¼ A r � r1ð Þ2þB r � r1ð Þ3;
A ¼ � aþ4ð Þrc� aþ1ð Þr1

rðaþ2Þc rc�r1ð Þ2

B ¼ aþ3ð Þrc� aþ1ð Þr1
rðaþ2Þc rc�r1ð Þ3

8<
: ðA:1Þ

It is here that the GROMACS manual is in error in that the defi-
nition of the shift force [Eq. (A.1)] is not general, but valid only
for the modified Coulomb potential energy function (a=1),
which is not explicitly stated in the manual. Such a wrongly
documented potential energy term would lead to a disconti-
nuity in the potential energy at the shift distance r1 (Support-
ing Information, Figure S3). The mistake is triggered by the
sentence “For pure Coulomb or Lennard–Jones interactions
F(r)=Fa(r)= r�(a+1).” In general, the force Fa(r)=ar�(a+1). The
modified LJ forces are sums of two forces with a=6 and a=

12, respectively.

Integration of the negative of the force gives the potential
energy. Note that a third boundary condition is introduced in
the GROMACS manuals without stating it explicitly, that is, that
iii) the potential energy be 0 at rc. The expression given in the
GROMACS manuals for the potential energy function is
[Eq. (A.2)]

FaðrÞ ¼
1
ra

� A
3

r � r1ð Þ3� B
4

r � r1ð Þ4�C;

C ¼ 1
rac

� A
3

rc � r1ð Þ3� B
4

rc � r1ð Þ4:
ðA:2Þ

The correct expression should be [Eq. (A.3)]

FaðrÞ ¼
1
ra

� aA
3

r � r1ð Þ3�aB
4

r � r1ð Þ4�C;

C ¼ 1
rac

� aA
3

rc � r1ð Þ3�aB
4

rc � r1ð Þ4:
ðA:3Þ

Christen et al.[53] derived an additive switching function for use
in GROMOS05. They start from the form of the potential
energy [Eq. (A.4)]

SaðrÞ ¼ �A
3

r � r1ð Þ3� B
4

r � r1ð Þ4�C; r1 � r � rc ðA:4Þ

rather than of the force, denoting the potential energy switch-
ing function by SaðrÞ, the same notation as used for the force
shift function in the GROMACS manuals. The resulting poten-
tial energy function is exactly the same as the form given
above [Eq. (A.3)] . By differentiating it, the force switching func-
tion SaðrÞ contains a factor a compared to the force shift func-
tion [Eq. (A.2)] given in the GROMACS manual [Eq. (A.5), cf.

Eq. (A.1)]

S0
aðrÞ ¼ �A r � r1ð Þ2�B r � r1ð Þ3;

A ¼ a aþ1ð Þr1� aþ4ð Þrcf g
rðaþ2Þc rc�r1ð Þ2

B ¼ � a aþ1ð Þr1� aþ3ð Þrcf g
rðaþ2Þc rc�r1ð Þ3

8<
: ðA:5Þ

and Equation (A.6)

C ¼ 1
rac

� A
3

rc � r1ð Þ3� B
4

rc � r1ð Þ4; r1 � r � rc ðA:6Þ

is chosen such that the potential energy is zero for r= rc. The
GROMACS[52] shift functions (A.2) and (A.3) are therefore identi-
cal to the GROMOS05[53] switching function for the Coulomb
forces, but the GROMACS shift function (A.2) is different for
the LJ interaction. Moreover, we note that both the GROMACS
and GROMOS05 shift functions, Equations (A.3) and (A.4)–(A.6),
have a discontinuity in the energy at r= r1 of size �C.

Although the shift functions for force and potential given in
the GROMACS manuals are not correct (see Figure S3) for the
LJ terms, they have been implemented correctly in the code[75]

for the case r1=0. In the case r1>0, the force was correctly im-
plemented, but the potential energy term was not. The con-
stant shift term C is applied over the entire range of the poten-
tial energy function, that is, also when r� r1. This removes the
discontinuity in the potential energy at r= r1. Again, this is not
stated anywhere in the description of the shift function,[74] but
is implemented in the code.[75] In GROMOS05 the potential
energy is correctly implemented, that is, with the discontinuity
at r= r1. For r1=0, there is no discontinuity. The parameters de-
veloped for the CG model are therefore not transferable be-
tween the GROMACS and GROMOS05 functions in the case
r1¼6 0. However, using the original CG model parameters with
rc=1.4 nm instead of rc=1.2 nm in combination with the
GROMOS05 shift function with r1=0 constitutes a good ap-
proximation of the original CG model with rc=1.2 nm, r1=
0.9 nm and the GROMACS function.
As an example, the combined LJ terms for interaction be-

tween two CG water beads[1] (type P, interaction level I, C6=
4es6=4I5.0I0.476=0.21558 kJmol�1nm6; C12=4es

12=

2.3238I10�3 kJmol�1nm12) are shown in Figure 7, using either
the shifting function (switching the force from r1=0.9 nm, with
rc=1.2 nm) as was used in the parameterization of the CG
force field,[1] or the shifting function (smoothing of the force
from r1=0.0 nm, with rc=1.2 nm) as is used in the GROMOS05
implementation of the shift function. The LJ interaction using
the shifting function switching the force smoothly from r1=
0.0 nm, with rc=1.4 nm, which is the one used in this work, is
shown in Figure 7 as well. It is seen that the GROMOS05 po-
tential energy function with r1=0.0 nm and rc=1.4 nm is
closer to the GROMACS potential energy function with r1=
0.9 nm and rc=1.2 nm than the GROMOS05 potential energy
function with r1=0.0 nm and rc=1.2 nm. This is why in this
study a value of rc=1.4 nm was used in combination with the
GROMOS05 function (r1=0.0 nm) and the original CG model
parameters.
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