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ABSTRACT: Five molecular dynamics simulations of the W191G cavity mutant of cytochromec peroxidase
in explicit water reveal distinct dynamic and hydration behavior depending on the closed or open state of
the flexible loop gating the cavity, the binding of (K+ or small molecule) cations, and the system
temperature. The conformational spaces sampled by the loop region and by the cavity significantly reduce
upon binding. The largest ordering factor on water dynamics is the presence of the K+ ion occupying the
gated cavity. Considerable water exchange occurs for the open-gate cavity when no ligand or cation is
bound. In all cases, good correspondence is found between the calculated (ensemble-averaged) location
of water molecules and the water sites determined by X-ray crystallography experiments. However, our
simulations suggest that these sites do not necessarily correspond to the presence of bound water molecules.
In fact, individual water molecules may repeatedly exchange within the cavity volume yet occupy on
average these water sites. Four major conclusions emerge. First, it seems misleading to interpret the
conformation of protein loop regions in terms of single dominant structures. Second, our simulations
support the general picture of Pro 190cis-trans isomerization as a determinant of the loop-opening
mechanism. Third, receptor flexibility is fundamental for ligand binding and molecular recognition, and
our results suggest its importance for the docking of small compounds to the artificial cavity. Fourth,
after validation against the available experimental data, molecular dynamics simulations can be used to
characterize the dynamics and exchange of water molecules and ions, providing atomic level and time-
dependent information otherwise inaccessible to experiments.

Dynamics and flexibility play a key (thermo)dynamic role
in the function and stability of biological systems. The
mobility of protein surface loops is a determinant of
molecular recognition and association. Conformational gating
is a fundamental mechanism used by enzymes to recruit
specific substrates or reactive intermediates to their active
site (1-9). A subtle stereochemical modification of surface
amino acid configuration, for example, acis-trans isomer-
ization, may underlie very sophisticated machineries to
regulate enzymatic activity (10) and to time biochemical
pathways in living organisms (11).

Our current knowledge of these dynamical processes is
commonly based on the comparison of time and/or ensemble-
averaged structures as inferred by X-ray diffraction experi-
ments on protein crystals or (solid and liquid phase) nuclear
magnetic resonance (NMR) experiments (12). However, the
(bio)physical interpretation of these experiments is often non-
trivial even when including dynamical information (13-17).

Molecular dynamics (MD1) simulation with empirical
force fields is a theoretical tool of steadily increasing
importance to study the properties of (bio)molecular
systems at atomic resolution (17, 18). These calculations and
their underlying models based on classical mechanics
give fundamental insight into the behavior of complex
macromolecules and help to understand the relationship
among their structure, dynamics, and function. One of the
major benefits of MD simulations is to complement experi-
mental results by providing not only averages but also
distributions and time series in principle of any physically
definable observable. A remarkable example is the applica-
tion of MD simulations based on explicit solvent models to
follow the dynamics of water molecules and interpret
ensemble-averaged experimental data concerning
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the hydration of protein surface and buried cavities (19-
27).

The W191G cavity mutant of cytochromec peroxidase
from Escerichia coli(W191G) and the binding of hetero-
cyclic cation ligands into its engineered cavity were char-
acterized experimentally (6, 28-32). Induced binding has
been proposed for specific ligands of comparatively larger
sizes (i.e., imidazo[1,2-a]pyridine, benzimidazole, and in-
doline), which would involve a ligand-gated, hinged loop
rearrangement upon binding to the buried protein cavity (6,
32). Removal of Trp 191 not only creates a ligand-binding
cavity but also appears to introduce sufficient flexibility in
residues 190-195 to enable the opening of a pathway for
ligands to reach the buried cavity. Interestingly, X-ray
crystallographic experiments elucidated the structures of
several ligand-protein complexes, including those for which
the loop rearrangement is more pronounced and causes a
shift between closed and open-gate ensembles of structures.
Particularly, benzimidazole was suggested to induce a full
opening of the cavity, while two compounds (imidazo[1,2-
a]pyridine and indoline) would induce partial opening in the
surface loop (6, 32). The trapping of the closed and open
alternate states provides a unique view of the extreme
(ensemble-averaged) stages of loop rearrangement, as
revealed by superimposing the X-ray structures of the apo
and W191G-benzimidazole complexes (see Figure 1). The
flap movement possibly has two well-defined hinge points
(Pro 190 and Asn 195) as previously observed for other
protein-surface loops, both from native (4, 5, 8) and
engineered (33) proteins. Kinetics and thermodynamic
experiments suggest that the loop rearrangement is sub-
stantially dominated by thecis-trans isomerization of Pro
190 (6).

Most peptide bonds preferentially populate thetrans
isomer under unrestrained conditions, mainly because the
amide hydrogen (trans isomer) offers less steric repulsion
to the preceding CR atom than does the following CR atom
(cis isomer). However, peptide bonds are able to populate
both thecis and trans isomers (34), and this effect is more
pronounced for bonds to Pro because thecis and trans
isomers of the X-Pro peptide are nearly isosteric (35, 36)
(where X is the preceding amino acid). The fraction of X-Pro
peptide bonds in thecis isomer under unstrained conditions
is generally found in the range between 10 and 40% (35,
36). Prolyl cis-trans isomerizations are known to be slow
reactions that occur in the time range of minutes at standard
conditions. Their importance as rate-determining steps in
protein folding has been widely recognized on the basis of
experiments (37, 38) and computer simulations (39) on model
systems. Yet, their (thermo)dynamic and kinetic role in
conformational rearrangements for larger proteins is only
partially understood. Particularly relevant for their biological
implications are the change of thermodynamics and kinetics
due to conformational restraining of peptide chains involving
X-Pro bonds (40, 41). Concerning protein stability, it is also
unknown what determines the specific conformation of a
prolyl bond in native and folded protein structures. Appar-
ently, the coupled interactions with the three-dimensional
fold are important because they move thecis-trans equi-
librium toward peptidyl bonds in acis conformation even
when the original amino acid Pro is mutated to another amino
acid (42). On the contrary, recent investigations of the side-

chain effects on peptidyl-prolylcis-trans isomerization for
model oligopeptides suggest that the prolyl bond conforma-
tion in proteins is determined by local effects (43).

Similar activation free energy (44 kJ mol-1), enthalpy (113
kJ mol-1), and entropy (235 J K-1 mol-1) upon binding to
the W191G cavity were measured for benzimidazole and
1,2-dimethylimidazole despite their differences in size and
hydrophobicity (6). These two compounds may or may not
(respectively) induce the opening of the cavity gate in
solution. A similar activation enthalpy was attributed tocis-
transisomerization of a refolding protein (44). Changes upon
binding of (solute plus solvent) free energy (in the range
-30/-16 kJ mol-1), enthalpy (in the range-96/-17 kJ

FIGURE 1: Dominant conformations found for the loop-gating
region (residues 190-195) from X-ray crystallography experiments
andref or opensimulations. (a) X-ray structures (57) in the closed
(cyan tube) and open (orange tube) states are superimposed to the
central members of the three most populated clusters of structures
from ref (blue tube) andopen(yellow tube) simulations. Enlarged
images are shown separately with the same color code for the (b)
X-ray structure and the central member of the (c) first, (d) second,
and (e) third most populated clusters of structures. Populations are
reported using the corresponding colors. An identical orientation
criterion (superimposition of all backbone CR atoms) was used for
all structures in (a) or all structures in (b)-(e). See the Materials
and Methods section for computational details and Table 1 for
reference codes.
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mol-1), and entropy (in the range-230/17 J K-1 mol-1) have
been reported for 13 additional ligands (32). However, the
mechanism involved and the link between structural and
thermodynamic changes is not clear because of (i) statistical
averaging occurring over multiple pathways for the closed-
open transition, as expected for large-scale protein motions
involving many torsional degrees of freedom, (ii) the solvent
contribution to changes of thermodynamic quantities, and
(iii) possible physico-chemical differences between the force
field experienced by a protein in solution vs a protein in a
crystal. Experimental studies comparing the structural het-
erogeneity of protein loops in solution with corresponding
X-ray crystal structures have been recently reported in the
literature (3, 5, 8) and also address points (i) and (iii). Here,
we characterize the shift in distributions for the key torsional
angles involved in the loop rearrangement and the corre-
sponding changes of cavity hydration, which are of funda-
mental importance for molecular docking.

The W191G artificial mutant protein works as a highly
selective receptor for cations (6, 32) comparatively to known
artificial cavities (45). However, it is only partially known
how physico-chemical factors, such as electrostatics, solva-
tion, hydrophobicity, and hydrogen bonding, combine to
make evolved natural binding sites distinguishable from more
common surface clefts (46). X-ray experiments suggest the
presence of five conserved water sites in the inner cavity of
W191G. Depending on the compounds binding the cavity,
some of the water molecules (two or more) are expelled,
together with the K+ cation occupying the cavity of the
W191G apo structure (32). Yet, the characterization of cavity
hydration in the two states may be limited by intrinsic
motional averaging, resolution, and refinement constraints.
Particularly, it is possible to imagine that the W191G
engineered protein cavity may contain disordered water
molecules (invisible to X-ray measurements), which remain
favorably confined into the cavity volume because of
hydrogen-bond interactions, the cooperative interaction with
other disordered water molecules, and a large enthalpy-
entropy compensation. This behavior has been described for
hydrophobic cavities on the basis of X-ray and NMR
experiments (47, 48), and its thermodynamic interpretation
is significantly different from that concerning water mol-
ecules bound to a protein also proposed for the W191G
cavity. In the latter case, a large entropy loss characterizes
the binding process of a water molecule to a protein (49),
and large enthalpy-entropy compensation occurs upon
ligand binding.

Prompted by the interest for the W195G system and its
relevance as a test case for cavity complementation and
ligand-protein binding, we investigated these aspects using
computer simulations. The binding of small molecules to the
W195G cavity has been employed as a test case for free
energy calculations (50) and docking methods (51). However,
no theoretical study focused on cavity dynamics, flexibility,
and hydration has been reported to date.

Here, we present five MD simulations of the W191G
system in explicit water at apparent pH 4.5: the apo reference
system, the W191G in complex with the best binder currently
known (i.e., 2-amino-5-methylthiazole), and the apo system
in its open state conformation (at 300 K). Two additional
simulations of the closed and open states of W191G have
been performed at higher temperature (500 K) with the main-

chain backbone atoms positionally restrained close to the
experimental X-ray structures (see Table 1).

The present article focuses on six major aspects of protein
dynamics and hydration: (i) the stability of the MD
simulations and their comparison with the available experi-
mental data, (ii) the conformational space sampled by the
loop region and its flexibility in the separate thermodynamic
ensembles, (iii) the conformational sampling of the cavity
and its changes upon ligand binding, (iv) the comparison of
surface solvent accessibility between X-ray crystal structures
and liquid-phase MD simulation ensembles, (v) the charac-
terization of hydration, and (vi) the characterization of water
dynamics and exchange inside the cavity and their changes
upon ligand binding and gate opening. Additional analyses
address the role of specific water molecules and their
residence times, the behavior of ions, and the exchange of
solvent between the cavity and bulk solvent depending on
the conformation and temperature of the system.

MATERIALS AND METHODS

Molecular Model and Computational Procedures.Trajec-
tories for five different cytochromec peroxidase W191G
mutant systems in explicit water (ref, apo closed-gate;bb,
complex with best binder;open, apo open-gate;rst, re-
strained backbone closed-gate;rsto, restrained-backbone
open-gate) were generated using the GROMOS05 biomo-
lecular software (52). The force field parameters and charges
were chosen on the basis of the 45A4 GROMOS force field
(53, 54) (including improved bonded parameters for the heme
cofactor) to reproduce the experimental conditions of ap-
parent pH 4.5 (6, 32). The GROMOS compatible SPC model
for water (55) and the previously reported parameters for
ions (56) were used in all simulations.

The initial configurations for W191G, the ligand, the ions
(whenever available), and the crystallographic water sites
were taken from the PDB (6, 57) and solvated in (pre-
equilibrated) rectangular boxes large enough to avoid any
interactions between mirror images under periodic boundary
conditions. Solvent molecules not identified by crystal-
lographic water sites and in close contact with the solute
were deleted if the minimum distance between non-hydrogen
atoms fell below 0.23 nm. All systems were neutralized by

Table 1: Simulated Systems

ref code ref bb open rst rsto

PDB initial coordinatesa 1AA4 1AEN 1RYC 1AA4 1RYC
T [K] 300 300 300 500 500
restrained atoms CR CR

ligand K+ 2a5mt
nr. of K+ ions 8 7 8 8 8
total system charge 0 0 0 0 0
cofactor heme heme heme heme heme
nr. of solute atoms 3078 3089 3078 3078 3078
nr. of solvent molecules 16826 16315 17030 16826 17030
nr. of solvent molecules initially
in cavity,b rc ) 0.5 (nr. of which
from crystallographic water sites)a

5 (3) 2 (2) 5 (1) 5 (3) 5 (1)

nr. of solvent molecules initially
in cavity,b rc ) 0.75 (nr. of which
from crystallographic water sites)a

11 (6) 3 (3) 9 (3) 11 (6) 9 (3)

nr. of atoms in the system 53564 52042 54176 53564 54176
equilibration period [ns] 5.0 5.0 5.0 7.0 7.0
equilibrium period [ns] 10.0 10.0 10.0 10.0 10.0

a From refs6 and32. b After energy minimization to relax the solvent
molecules around the protein.
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additional ions substituted to randomly chosen water mol-
ecules (but enforcing minimum reciprocal distances of 1.5
nm). A summary of the simulated systems is reported in
Table 1.

A steepest-descent energy minimization was performed
in order to relax the solvent and ion configuration, while
the position of protein atoms and of the crystallographic-
water oxygens were restrained by means of a harmonic
potential (force constant of 2000 kJ mol-1 nm-2). Next a
steepest-descent energy minimization was performed without
restraints to eliminate any residual strain. The energy
minimizations ended whenever the energy change per step
became smaller than 0.5 kJ mol-1. MD simulations were
initialized from the energy-minimized configurations with
atomic velocities taken from Maxwell-Boltzmann distribu-
tions at 50 K, while the position of protein atoms were
restrained using a harmonic potential (force constant of 2000
kJ mol-1 nm-2). Each system was then gradually brought to
the desired temperature (specified in Table 1) in 11 (rst and
rsto, 19) consecutive 250 ps periods of simulations. During
each period, the reference temperature was incremented by
25 K and the force constant decreased by 250 kJ mol-1 nm-2.
The procedure was different forrst and rsto simulations:
an initial restraining potential of 2000 kJ mol-1 nm-2 was
enforced on all CR backbone atoms during the minimization
and heat-up phases, while no restraining was applied on the
remaining protein atoms.

An initial equilibration period was performed for each
system and extended for 5-7 ns (as specified in Table 1) to
reach full equilibration of the energy components and of the
system pressure (not shown). For systemopen, a restraining
potential of 1500 kJ mol-1 nm-2 on all CR backbone atoms
was initially employed (and gradually removed) during the
first 2 ns of the equilibration phase to keep the loop region
(residues 190-195) in its open state. In all cases, only the
10 ns periods after the equilibration of each trajectory were
used for analysis. Forrst andrsto simulations, a restraining
potential of 2500 kJ mol-1 nm-2 was maintained on all CR

backbone atoms during the entire MD runs.

Newton’s equations of motion were integrated using the
leap-frog algorithm (58) with a 2 fstime step. The SHAKE
algorithm (59) was applied to constrain all bond lengths with
a relative geometric tolerance of 10-4. The simulations were
carried out in the N,p,T ensemble (at a pressure of 1 atm
and reference temperatures as specified in Table 1) by
separately coupling the temperature of solute and solvent
degrees of freedom to a heat bath (60) (relaxation time 0.1
ps) and by coupling the pressure (estimated on the basis of
an atomic virial) to a pressure bath (60) via isotropic
coordinate scaling (relaxation time 0.5 ps; isothermal com-
pressibility 4.574 10-4 [kJ mol-1 nm-3]-1). Non-bonded
interactions were truncated at a distance of 1.4 nm and
recalculated every time step in the range 0.0-0.8 nm and
every five time steps in the range 0.8-1.4 nm, using a twin-
range cutoff scheme (61). A reaction-field correction (62)
was applied to account for the neglected interactions beyond
1.4 nm, using a relative dielectric permittivity of 61 for the
SPC water model (63). A fast grid-based pairlist-construction
algorithm (64) was employed (cell-mask edge of 0.4 nm;
atomic-level cutoff) as implemented in the GROMOS05
MD++ module (52).

Analysis Procedure.Snapshots were extracted every 1 ps
along each of the five equilibrated 10 ns MD trajectories
and used for analysis.

Structural fitting was performed by (i) superimposing their
centers of mass (to remove overall translation) and (ii)
performing an atom-positional least-square fitting procedure
(to remove overall rotation) using all CR atoms (65), unless
otherwise specified. The occurrence of secondary structure
elements was monitored according to the definition by
Kabsch and Sander (66).

The loop region includes six residues: Pro 190, Gly 191,
Gly 192, Ala 193, Ala 194, and Asn 195. Two cavity
definitions based on a molecular radius (i.e., a solvent
molecule is considered to be inside the sphere whenever its
center of mass fell within the cutoff distance) were employed
for the analyses. The side-chain aliphatic carbon of Asp 235
was the reference center of the monitored properties in all
cases because of its fundamental role in ligand binding
(29, 32).

First, for flexibility and properties of the residues near the
cavity (i.e., torsional-angle normalized-probability distribu-
tions and radius of gyration of cavity atoms), the choice was
made by including all cavity residues within a radiusrc of
1.0 nm from the side-chain aliphatic carbon of Asp 235.
These residues (His 175, Leu 177, Lys 179, Thr 180, Pro
190, Asn 195, Phe 202, Met 230, Met 231, Leu 232, and
Asp 235) account for the properties of the cavity and of the
surrounding environment. Pro 190 and Asn 195 are the hinge
points for the loop-region rearrangement.

Second, in the case of water and ion properties, the cavity
was defined by a sphere centered on Asp 235. Each of the
five MD trajectories was filtered, selecting only the solvent
molecules within 11 spheres of equally spaced radiirc in
the range 0.4-0.9 nm. These 55 reduced trajectories were
employed to calculate (i) nr. wt, the total number of water
molecules in the cavity for each trajectory structure, (ii) nex,
the total number of water exchanging events from or into
the cavity, (iii) nr. ex-wt, the total number of water molecules
exchanging, (iv) nr. nex-wt, the total number of water
molecules that never leave the cavity, and (v)τmax, the
maximum residence time of a specific water molecule inside
the cavity. Quantity (i) describes the effective solvent
occupancy of the cavity at a given simulation time. Quantity
(ii) describes the total number of exchange events from the
cavity to the external environment or vice versa. Quantity
(iii) and (iv) describe the total number of (labeled) waters
involved in the exchanging process between the cavity and
the external environment (or vice versa) and the number of
waters that reside in the cavity, respectively. The maximum
residence times,τmax, describe the longest period a specific
water molecule remains inside the cavity. Therefore our
analysis of water dynamics captures all individual water-
exchange events even when these do not contribute to a
change in nr. wt (e.g., one water molecule leaving and
another entering the cavity, simultaneously). The properties
described and their dependence onrc can be used to
characterize the disordered nature of water dynamics inside
the cavity.

Trajectory structures were clustered into batches of similar
configurations using the backbone atom-positional root-
mean-square difference (RMSD) of residues 190-195 as
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similarity criterion and the clustering algorithm previously
described (67) and applied to flexible molecules (14, 67-
69). A cutoff of 0.1 nm was chosen after evaluation of the
dependence of cluster populations against the total number
of clusters found for each simulation. In this case, the
structures were superimposed using only the CR atoms of
the residues belonging to the cavity (see above).

Solvent-accessible surface area (SASA) values were
calculated using the program NACCESS (70) for individual
protein structures after removing water and ion molecules.
In the case of thebb ensemble, the ligand atoms were kept
to include the desolvation effect due to ligand binding. Partial
contributions to the total SASA value were calculated after
dividing the contributions in five main classes of particles:
(i) all atoms, (ii) polar side chains (all oxygens and nitrogens
in the side chains), or (iii) non-polar side chains (all non-
oxygens and non-nitrogens in the side chains), and (iv) side
chains (all side-chain atoms) or (v) main chain (all backbone
N, C, and O atoms). For this purpose, CR atoms were
classified as side-chain atoms in order to assign a side-chain
solvent accessibility to Gly residues also and are therefore
not included in the main chain group.

Hydrogen bonds were defined to have a maximum
hydrogen-acceptor distance of 0.25 nm and a minimum
donor-hydrogen acceptor angle of 135°. To identify multi-
center hydrogen bonds, looser criteria for maximum distance
(0.3 nm) and minimum angle (125°) were used. We note
that so defined hydrogen-bond occurrences will discriminate
hydrogen-bonding interactions formed by a specific donor
group with distinguishable water molecules. Therefore,
corresponding relative time occurrences for X-ray structures
(Table S1, Supporting Information) should be interpreted as
the sum over all possible hydrogen-bond relative occurrences
to a given donor group by all exchanging water molecules.
In the case of multi-center hydrogen bonds, the values from
X-ray water sites should be interpreted as the sum of all
occurrences to a given donor group.

The comparison of crystallographic water sites with the
ensemble-averaged location of water in the simulations was
based on the work by Schiffer and van Gunsteren (21). The
radius of a water site was defined on the basis of the
resolution of the corresponding X-ray structure (57). Ensemble-
averaged hydration-density maps were calculated as de-
scribed in the Results section using the VMD software (71).

Self-diffusion coefficients were calculated using the mean-
square displacements of the water oxygens and the K+ ions
inside and outside the cavity. Corresponding averages〈D〉nex

over the non-exchanging water molecules (nex) and over the
K+ ions diffusing in bulk water〈D〉Kout are also reported,
together with their standard deviation from the mean values.

RESULTS

Stability of the Simulations.To assess the stability of the
five MD simulations, a collection of properties was moni-
tored as a function of time. Figure S1 (Supporting Informa-
tion) shows the time series of the formation of secondary
structure elements according to the definition by Kabsch and
Sander (66). The apo (ref), best binder-W191G complex
(bb), and the open (open) simulations at 300 K are all stable
along the pre-equilibrated 10 ns periods (see Table 1 for
reference codes and simulation details). The different sec-

ondary structure elements remain well defined, and their
relative occurrences are similar throughout theref, bb, and
opentrajectories (3-helix, 2, 2, and 2%; 4-helix, 42, 41, and
40%; 5-helix, 0, 0, and 0%; bend, 19, 22, and 20%; beta-
bridge, 2, 1, and 2%; beta-strand, 5, 5, and 5%; and turn, 7,
7, and 8%, respectively). An overall good agreement is found
with corresponding values from experimental X-ray struc-
tures (57) (3-helix, 5, 6, and 6%; 4-helix, 45, 47, and 47%;
5-helix, 0, 0, and 0%; bend, 15, 13, and 12%; beta-bridge,
3, 2, and 3%; beta-strand, 4, 5, and 4%; and turn, 9, 8, and
8%, based on 1AA4, 1AEN, and 1RYC, respectively).
However, we note comparatively higher formation of bend
regions on the basis of our MD simulations. This discrepancy
can be explained considering that our simulations concern
proteins in the liquid phase, while X-ray measurements are
carried out in the presence of crystal-packing forces. In the
case ofrst andrsto simulations, the same secondary structure
elements are stable along the 10 ns periods, albeit the relative
average formation of 4-helix elements decreases (18 and
19.2%, respectively) and the formation of bend elements
increases (27 and 22%, respectively), as a consequence of
the higher thermal motion (not shown).

We note that employing high-temperature simulations with
positional restraining potentials on the backbone atoms can
enhance the conformational sampling of the protein side
chains but can result as well in arbitrary changes of the
secondary structure element formation with respect to the
X-ray structure at standard conditions. Therefore, the analyses
of rst andrsto simulations will be limited in the following
to cavity residues and water dynamics.

The backbone CR atom-positional root-mean-square devia-
tion (RMSD) between the trajectory structures and the
corresponding X-ray references (57) are of small magnitude
overall and remain stable along the simulation time, showing
that a good agreement with experiment is present in the
simulated trajectories. The backbone CR atom-positional root-
mean-square fluctuation (RMSF) in theref and open
trajectories displays peaks of comparable intensities, and the
most flexible regions of the proteins sample their configu-
rational spaces to a similar extent. The region of residues
185-195 shows a pronounced mobility, comparatively the
lowest for thebb and the highest for theopensimulations.
The bend regions of residues 50-65 and 125-140 are also
highly mobile, and a reduced flexibility is again systemati-
cally observed for thebb simulation (compare Figure S1a,
b, and c, Supporting Information). Interestingly, a similar
observation holds for all of the peaks in the region 140-
205, largely mapping to the cavity residues. These results
are consistent with a general good stability of the simulations
and with a change of backbone flexibility upon ligand
binding.

The stability of the heme cofactor was also monitored for
all five simulations by calculating the distance of the Fe atom
from the reference residue Asp235 and the RMSF of all heme
atoms (see Figure S2, Supporting Information). In all cases,
the results show that the cofactor is stably fluctuating behind
the cavity region, the Fe atom is correctly coordinated, and
the flexibility is reasonably distributed among the cofactor
atoms and similarly along different trajectories.

Correspondence between MD simulation and X-ray ex-
periments (28, 29, 32) is found also with respect to the
behavior of the K+ ions, as inferred from the time series of

Motional Averaging in Protein Dynamics and Hydration Biochemistry, Vol. 46, No. 37, 200710633



the ion-cavity distances (not shown) and their distributions
(see Figure S3, Supporting Information). The K+ ion binding
the apo cavity remains inside the W191G cavity during the
entireref simulation and shows (i) an average coordination
number of 3.2 with surrounding water oxygens and (ii) a
stably fluctuating distance from Asp 235 (not shown). None
of the 7 K+ ions additionally present in solution ever enters
the cavity. Consistently, not one of the 7 or 8 K+ ions reaches
the buried cavity volume throughout thebb and open
simulations, in agreement with the experimental observation
of competitive binding for small (positively charged) mol-
ecules to the W191G cavity (6, 32). Interestingly, tens of
ion exchanges are observed inrst and rsto simulations
showing that an increment of temperature from 300 to 500
K enhances the exchange of ions between the bulk solvent
and the cavity.

Conformational Spaces of the Gating Loop.Figure 2
shows the loop region atom-positional RMSD time series
calculated for ourref, bb, and open MD simulations
alternatively using the corresponding closed or open X-ray
crystallography structures (57). Significantly larger deviations
are observed on the basis of the X-ray open reference
structure (PDB ID: 1RYC) with respect to values calculated
from the X-ray closed reference structures (PDB ID: 1AA4
and 1AEN, respectively) throughout theref andbb trajec-
tories. The picture inverts for the RMSD time series
calculated betweenopen trajectory structures and closed or
open reference structures (PDB ID: 1AA4 and 1RYC,
respectively). The trajectory structures of theopensimulation
are characterized by open-loop configurations during the
entire (pre-equilibrated) 10 ns period, suggesting general
stability for this thermodynamic state on the nanosecond time
scale. This observation based on the open-gate apo ensemble
of structures supports previous suggestions concerning the
slow kinetics ofcis-trans isomerization for Pro 190 (6).

Figure 1 shows the dominant conformations adopted by
the loop region and the corresponding (ensemble-averaged)

configurations as determined by X-ray crystallography
experiments. Trajectory structures were clustered into batches
of similar configurations using the RMSD of the loop region
190-195 as a similarity criterion (see the Materials and
Methods section). For bothref and open simulations, the
central members of the three most populated clusters of
structures are displayed. They represent 30 and 41%, 13 and
29%, 11 and 7% for the first, second, and third clusters,
respectively. In the case of the ligand-bound W191G,
corresponding values of 92, 6, and 1% are found (bb, not
shown). In all cases, the three most populated central member
structures have low backbone CR atom-positional RMSD
values from the X-ray models (within 0.2 nm). For theref
andopensimulations, there are 19 or 14 clusters populated
by at least 1%, totaling 94 or 97% of the entire ensemble,
respectively. For thebb simulation, we find a significantly
smaller number of 3 clusters populated by at least 1%,
totaling 99% of the entire ensemble. Interestingly, the
reduced diversity of loop-region conformations forbb versus
ref and open simulations reflects a sizable reduction of
flexibility when W191G is bound to 2-amino-5-methylthi-
azole.

We note that such considerations would not emerge by a
simple comparison of RMSD time series, although a
comparatively reduced configurational sampling of the loop
region for the 2-amino-5-methylthiazole-W191G complex
matches the more stable RMSD values found forbb versus
ref and open trajectories (see Figure 2b vs 2a and c).
Additionally, we stress that a cluster analysis such as the
one presented herein may supply useful information to
characterize the flexibility of mobile regions in proteins,
which is generally problematic on the basis of ensemble-
averaged structures only (72, 73).

Figure S4 (Supporting Information) displays the backbone
torsional angle normalized probability distributions charac-
terizing the loop-gating mechanism around residues Pro 190
and 195 (ω, Pro 190: CR -C-N-CR, ring; φ, Asn 195:
C-N-CR-C; ψ, Asn 195: N-CR-C-N). For ref, bb, and
opensimulations at 300 K, these distributions are compared
to the corresponding experimental values based on X-ray
structure (Figure S4, Supporting Information, vertical dashed
lines). The distributions calculated from MD simulations
systematically overlap with the experimental values from
X-ray crystal structures. The dihedral angleψ displays a
comparatively broader distribution based on theref simula-
tion and additionally accesses the dihedral space around 120°.
Interestingly, an evident shift of about 180° is observed when
comparing theω dihedral angle distributions of closed (ref
andbb) and open (open) gate ensembles because of the Pro
190 cis-trans isomerization. Theφ and ψ backbone con-
formational sampling for Pro 190 is shifted toward the helical
region with respect to unrestricted backbone chains (not
shown). A similar effect upon backbone constraining was
previously reported on the basis of computer simulations of
model systems (41). The corresponding distributions forφ
andψ of Asn 195 shift by about 40 and 150 upon opening
the gating loop, respectively. Similar effects upon loop
opening can be observed fromrst and rsto simulations at
500 K (see Figure S4, Supporting Information). Remarkably,
the loop can also access theψ dihedral space of Asn 195,
characteristic of the open-loop configuration in the absence
of a charged ligand inside the W191G cavity (Figure S4,

FIGURE 2: Time series of the backbone CR atom-positional root-
mean-square deviation (RMSD) of the loop region of residues 190-
195 of ref, bb, andopen trajectory structures from closed (black
lines) and open (gray lines) X-ray crystallography structures (57).
All structures were superimposed using all backbone CR atoms of
W191G. See Table 1 for reference codes.
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Supporting Information, bottom panel,ref vs bb
ensembles).

These results show general agreement with the consider-
ations inferred from ensemble-averaged X-ray structures (6),
provide additional insight on the loop-opening mechanism,
and support the general picture of Pro 190cis-trans
isomerization as a determinant of the loop-opening mecha-
nism. The marked shifts of dihedral distributions suggest that
the dihedral transitions of the hinge residues Pro 190 and
Asn 195 drive the loop conformational change. The different
sampling of theψ dihedral spaces in theref and bb
simulations is in line with the general observation of Pro
cis-trans isomerization in folded proteins being governed
also by cooperative (42) (long-range) as opposed to only local
(43) (short range) interactions.

Conformational Spaces of the CaVity. Figure 3 shows the
side-chain torsional angle normalized probability distributions
for key residues inside the W191G cavity region, as
calculated from our five MD simulations in the liquid phase
and on the basis of the three corresponding X-ray crystal
structures (57). Different sampling behavior characterizes the
cavity residues considered. Yet, a few general trends can be
defined concerning the effects due to ligand binding and
temperature.

All calculated distributions systematically overlap with the
corresponding experimental values, with the exception of Asn
195. However, the latter residue spans the widest range of
values among the three different X-ray crystal structures. This
shows that characterizing the flexible nature of an amino

acid side chain may be difficult on the basis of ensemble-
averaged crystal structures only. Yet, it can be revealed by
the corresponding conformational heterogeneity observed
among different crystals (whenever available) or from a
sufficient sampling based on MD simulations. Lys 179 and
Pro 190 display dihedral angle distributions, which are
similar among the different simulations. The Pro 190 side
chain shows two-peak distributions, which additionally
sample the dihedral region around 30° in all simulations.
The side chain of Leu 177, Asn 195, Met 231, and Asp 235
show comparatively narrower distributions in the presence
of the ligand 2-amino-5-methylthiazole in the cavity (bb).
His 175, Leu 177, Phe 202, Met 230, Met 231, and Asp 235
display significantly broader distributions upon increasing
the temperature to 500 K (rst andrsto). Of special interest
is the behavior of the negatively charged side chain of Asp
235, which defines the key electrostatic interactions and the
geometry for cation ligand binding (29, 32). We observe a
pronounced reduction of the configurational spaces accessed
upon ligand binding. Instead, the Asp 235 side chain
additionally samples the dihedral angle values around
90° for the closed and open-loop ensembles of structures at
both temperatures (ref, open, rst, andrsto), which are not
revealed on the basis of X-ray crystal structures (see
Figure 3).

The results presented in this section suggest that small
compounds docking to an artificial cavity may experience
significantly different interactions depending on (i) the X-ray
crystal structure considered (e.g., apo, complex, or open-

FIGURE 3: Side-chain torsional-angle normalized-probability distributions characterizing the W191G cavity. The side-chain torsional angles
ø (CR-Câ-Xγ-Xδ; with X being either a C, N, or O atom depending on the amino acid) of His 175, Leu 177, Lys 179, Pro 190, Asn 195,
Phe 202, Met 230, Met 231, and Asp 235 are shown as calculated fromref (black), bb (red), open (green),rst (blue), andrsto (cyan)
simulations, respectively. The vertical dashed lines indicate the dihedral-angle values based on the corresponding X-ray structures (black,
1AA4; red, 1AEN; green, 1RYC, (57)). The effect of a higher simulation temperature can be quantified by comparingref (300 K) with rst
(500 K) andopen (300 K) with rsto (500 K) simulation ensembles, for the closed and open-gate configurations, respectively. The effect
of ligand binding can be quantified by comparingref with bb. See Table 1 for reference codes.

Motional Averaging in Protein Dynamics and Hydration Biochemistry, Vol. 46, No. 37, 200710635



gate configurations), (ii) the physico-chemical nature of the
ensemble of structures (e.g., one ensemble-averaged X-ray
crystal structure or an ensemble of structures from MD
simulations in the liquid phase), and (iii) the temperature of
the system. These effects are determinants of ligand-binding
thermodynamics and result in significantly different con-
figurational entropies for the cavity residues involved in
ligand binding (not shown). Yet, longer simulation periods
are required to fully address entropy contributions and are
currently being pursued.

Surface SolVent Accessibility.Figure S5a (Supporting
Information) shows the time series of the solvent-accessible
surface area (SASA) values during our five MD trajectories.
The fluctuations are relatively small (maximum standard
deviation from the mean values of 2.8 nm2 observed forrsto)
in agreement with the stability of W191G throughout the
equilibrated 10 ns periods (see above).

Table 2 reports the SASA values based on single X-ray
crystal structures and the ensemble average values based on
the five MD simulations. Systematically smaller values
characterize the reference X-ray crystal structures (Table 2,
second column). A comparatively lower value is expected
and found for thebb versusref simulation (131 vs 138 nm2)
as a consequence of ligand binding. Instead, a larger average
value is expected and found for theopen versus ref
simulation (148 vs 138 nm2), upon opening of the loop gating
the cavity. Comparatively larger increments are evident for
rst and rsto ensembles of structures upon increasing the
temperature (while keeping the backbone CR positionally
restrained close to the initial X-ray structure).

The origin of a different solvent accessibility between
X-ray crystal structures and explicit solvent MD simulations
can be detailed considering the partial contributions to the
overall (all) SASA values separately based on the polar or
non-polar and the side chains or main chain subgroups of
atoms only (see Table 2 and the Materials and Methods
section). Considering either the polar or the side chains
subgroups, systematically larger average values are found
for the ref, bb, and open trajectories with respect to the
corresponding values based on X-ray structures (polar: 65
vs 55, 61 vs 54, 73 vs 55 nm2, respectively; side chains:
120 vs 111, 114 vs 111, 129 vs 113, respectively). However,
considering either the non-polar or the main chain subgroups,

systematically similar values are found for the same trajec-
tories structures with respect to the X-ray structures (non-
polar: 73 vs 74, 70 vs 75, 75 vs 77, respectively; main: 18
vs 18, 17 vs 18, 19 vs 19). The major deviations seem to be
dominated by the polar and side chain subgroups compared
to non-polar and main chain subgroups. The side chains are
the determinants of SASA value changes for W191G, which
show stable backbone CR atom positional RMSD time series
(Figure S1, Supporting Information). These trends can be
explained considering that crystal-packing forces restrict the
motion in the protein, especially for those surface regions
mainly contributing to the solvent-accessible surface. Instead,
MD simulations in explicit solvent more closely reproduce
the physical phase of proteins in solution.

In order to correlate the SASA values for the different
ensembles with the plasticity of the cavity, the radius of
gyration (RGYR) for the cavity residues only was calculated
throughout the MD trajectories (Figure S5b, Supporting
Information). These values are stable along the 10 ns periods
(maximum standard deviation of 0.02 nm observed forrsto).
Interestingly, SASA ensemble averages (Table 2) change
accordingly to RGYR ensemble averages (ref, 0.86 nm;bb,
0.82 nm;open, 0.89 nm;rst, 1.01; rsto, 1.22), suggesting
that solvent accessibility depends on the conformational
sampling of the cavity residue side chains (see also Figure
S5, Supporting Information).

Ensemble AVeraged Properties of CaVity Water. In this
section, we describe a number of analyses based on our five
explicit solvent MD simulations to characterize the hydration
in the W191G artificial cavity depending on the gating state
of the cavity, ligand binding, and system temperature.

Table S1 (Supporting Information) reports the solute-
solvent hydrogen bonds to specific (labeled) water molecules
in the cavity region of W191G occurring for at least 5% of
the time throughout the 10 ns pre-equilibrated trajectory
periods. Only a reduced number of water molecules fulfill
the (distance and geometry) criteria for (two or three centers)
hydrogen bonding to protein cavity residues at 300 K. No
hydrogen bonds are maintained by specific water molecules
to a cavity residue for at least 5% of the MD trajectory period
in the case of the simulationsrst and rsto at 500 K.

The comparison between X-ray crystallographic water sites
and the water density along the simulations can be related
to the structural properties of the W191G cavity based on
ensemble-averaged hydration-density maps (Figure 4). These
maps describe isosurfaces of arbitrary values of average water
density along the MD trajectories. The water sites detected
by X-ray diffraction experiments (57) systematically overlap
onto calculated high-density regions within the approxima-
tions of Debye-Weller factors commonly employed in
crystallographic refinement, which assume fully harmonic
motions of biomolecules in crystals (73). This demonstrates
an excellent correspondence between the location of crystal-
lographic water sites and the average presence of water in
the simulations. The same correspondence was verified by
considering the water density within spheres of radius
corresponding to the resolution of the crystallographic model
(21). We stress that this correspondence does not imply the
presence of permanently bound waters in the cavity. On the
basis of ref and bb simulations, we observe that water
molecules can exchange repeatedly among the different high-
density regions. This effect is more pronounced for the

Table 2: Comparison of Experimental and Calculated Ensemble
Averaged Solvent-Accessible Surface Areasa

< SASA> [nm2]

ref code all polar non-polar side chains main

X-ray structure
1AA4 129 55 (43) 74 (57) 111 (86) 18 (14)
1AEN 129 54 (42) 75 (58) 111 (86) 18 (14)
1RYC 132 55 (42) 77 (58) 113 (86) 19 (14)

MD simulation
ref 138 65 (47) 73 (53) 120 (87) 18 (13)
bb 131 61 (47) 70 (53) 114 (87) 17 (13)
open 148 73 (49) 75 (51) 129 (87) 19 (13)
rst 169 72 (43) 97 (57) 144 (85) 25 (15)
rsto 256 100 (39) 156 (61) 215 (84) 41 (16)

a The values calculated usingall, polar or non-polar, andside chain
or main chainatom subgroups are reported separately. Relative percent
values are given in parentheses (with respect toall values). See the
Materials and Methods section for computational details and the
definitions of the subgroups. X-ray structures are as in ref57.
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disordered water molecules in theopen ensemble.
Figure S6 (Supporting Information) shows the structural

properties of water based on water-oxygen radial distribu-
tion functions centered on the aliphatic carbon atom of Asp

235 and calculated from either (i) the entire period or (ii)
only the last 2 ns of each MD trajectory. The corresponding
integralsê describe the average number of water molecules
at a given distance from Asp 235. The curves based on (i)
or (ii) overlap, showing that cavity water-oxygen positions
are reasonably well equilibrated after about 5-7 ns of MD
simulation (see Table 1). However, deviations are noticed
for the open simulation, suggesting that the solvent mole-
cules occupying an open W191G cavity are rather disor-
dered (see below). Theref cavity evidences stronger or-
dering than thebb and open ones, concerning the first
solvation shell. First peaks of similar intensity but broader
shape are observed forrst and rsto simulations at 500 K,
with respect to corresponding simulationsref andopen at
300 K.

The radial distribution functions also capture the depen-
dence of the solvent structure on the loop-gating conforma-
tional state considered (see Figure S6, Supporting Informa-
tion, distance range 0.4-0.9 nm). The lower intensities based
on ref andbb simulations (and the lower values for theê
integrals) account for the desolvation effect induced by the
gating loop in its closed state. Forref, bb, and open
simulations,ê integrals display minima at a distance of about
0.9 nm, corresponding to the average distance between Asp
235 and the gating loop. Interestingly, none of theê curves
vanishes in correspondence to the gating-loop region,
demonstrating the average presence of a few water molecules
at a distance corresponding to the gating loop. This observa-
tion agrees with our results concerning water dynamics and
exchange between the cavity and the bulk solvent for all
simulations (see below).

Figure 5a summarizes the results of hydration in the
W191G cavity depending on the cavity depth. The results
are reported on the basis of a variable cavity radius to capture
the behavior of the water molecules in close contact with
Asp 235 (smallrc values) in the volume region in contact
with bulk solvent (largerc values). A higher occupancy is
expected and found for the apo versus holo W191G cavity,
which accommodates on average about 5 more water
molecules (〈nr. wt〉 at rc ) 0.75 nm,ref, 10.0 vsbb, 5.2).
Upon opening of the cavity gate, about 4 additional water
molecules are located on average within the cavity volume
(〈nr. wt〉 at rc ) 0.75 nm, ref, 10.0 vs open, 13.8).
Significantly larger average occupancies (and corresponding
fluctuations) are found for simulations at 500 K (〈nr. wt〉 at
rc ) 0.75 nm,rst, 19.3 ( 3.0 andrsto, 28.2 ( 4.5; not
shown).

The following observations emerge by comparison with
cavity flexibility and surface solvent accessibility. First, the
average number of water molecules in the cavity correlates
well with both RGYR values for the cavity and the overall
SASA values (compare Figure 5 with Figure S5a and b,
Supporting Information), demonstrating that the W191G
cavity accounts for most of the overall solvent-accessible
surface area and that its volume determines the number of
water molecules that can on average reside therein. Second,
the same values do not correlate directly with the intensity
of the first peak in the water-oxygen radial distribution
functions (Figure S6, Supporting Information), and larger
water occupancies are found forref (closed gate; K+ bound
into the cavity) versusopen (open gate; no K+ inside the
cavity) states for the cavity volume closest to Asp

FIGURE 4: Ensemble-averaged hydration-density maps represented
as the number of times the oxygen atom of any water molecule
falls within a (0.05 nm3) grid element throughout the (a)ref, (b)
bb, or (c) open simulations. The blue isosurface defines volume
regions with 200 hits per grid element, i.e., about 100 times the
hydration density of bulk water. Corresponding crystallographic
water sites are represented with red spheres with diameters
corresponding to the X-ray structure resolution (57). Cavity residues
from the starting structure of the equilibrated trajectories are
displayed using the following color coding: His 175 (blue), Leu
177 (cyan), Lys 179 (purple), Thr 180 (orange), Phe 202 (green),
Met 230 (yellow), Met 231 (yellow), Leu 232 (cyan), and Asp 235
(red). Their reference orientation based on corresponding X-ray
crystal structures are shown as thin red sticks (superimposed using
the CR-atoms of the cavity residues only). In the case ofbb, the
2-amino-5-methylthiazole ligand is represented from the last MD
snapshot (thick sitcks) and on the experimental structure (thin red
sticks). For graphical purposes, slightly different orientations are
used in (a), (b), and (c).
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235 (Figure 5a,rc < 0.65 nm). The ordering electrostatic
interactions formed among cavity water molecules, polar
cavity residues, and the K+ ion binding (see Figure S3,
Supporting Information) are in line with the experimental
description of a highly ordered network of interactions
formed by the K+ and Na+ cations and the surrounding
coordinated water molecules inside the cavity of the W191G
apo structure (28, 29, 32).

Water Dynamics and Exchange.Here, we present a group
of analyses concerning water dynamics in the W191G cavity
and water exchange between the cavity and the bulk solvent
that supply complementary information with respect to X-ray
crystallography experiments in that (i) only positionally
ordered water molecules can be detected by X-ray crystal-
lography because the observed electron density represents a
superposition of all atomic positions during the experiment
time, which typically last hours; (ii) the location of water
oxygen on the basis of X-ray crystallography measurements
may be nontrivial because of resolution and refine-
ment constraints (21, 73); (iii) the average location and the
thermodynamics of conserved water sites may differ for
protein crystals and proteins in solution as suggested by
experimental (47, 48, 59, 73-75) and theoretical (20, 23-
26, 75) studies; and (iv) X-ray diffraction data were collected
at a lower temperature (288 K) than ligand-binding thermo-
dynamic measurements data (298 K) (6, 32).

Figure 6a and b show the time series of the total number
of water molecules (nr. wt) and of the total number of

(solute-solvent and solvent-solvent) hydrogen bonds (nr.
H-bonds) inside the cavity (rc ) 0.75 nm), respectively. A
decrease of hydrogen-bond formation during the pre-
equilibrated 10 ns periods can be observed on the basis of
trajectoriesref, bb, andopenat 300 K. The decrease is more
evident when starting the simulation from an open-gate cavity
(open). Yet, the K+ ion occupying the cavity of the apo
structure is on average coordinated to 3.2 water molecules
throughout theref simulation. The observation for theopen
simulation of the largest decrease of solvent-solvent hy-
drogen-bond relative occurrences is consistent with a dis-
ordered behavior of open-cavity water molecules. Forrst
and rsto simulations at 500 K, only a limited number of
(solute-solvent or solvent-solvent) hydrogen bonds are
formed inside the cavity (time occurrence<5%).

Figure 5b displays the number of water molecules
exchanging (nr. ex-wt) for increasing cavity volumes. This
quantity describes the disorder of water molecules exchang-
ing from or toward a cavity of given radius. Similar values
are found forref andbb simulations at 300 K corresponding
to a closed-cavity state (nr. ex-wt atrc ) 0.75 nm;ref, 7 vs
bb, 5). A large increase of exchanging waters is observed
upon the opening of the cavity gate (nr. ex-wt atrc ) 0.75
nm; ref, 7 vsopen, 41). The exchanging behavior of cavity
waters is substantially perturbed when the temperature
increases to 500 K (nr. ex-wt atrc ) 0.75 nm;rst, 5980 and
open, 8227; not shown).

Figure 5c shows the number of water molecules never
exchanging (nr. nex-wt) for increasing cavity volumes. This
quantity describes the local order of water molecules confined
into a cavity of a given radius. We find nex-wt values atrc

) 0.75 nm of 6 and 3 forref and bb simulations,
respectively. In the case ofopen, rst, andrsto simulations,
no water molecule is permanently residing within the cavity.
The largest number of confined waters is observed for the
apo cavity occupied by a K+ ion, in agreement with the
network of electrostatic interactions described in this case
(see above).

FIGURE 5: Analysis of water dynamics in the W191G cavity of
cytochromec peroxidase depending on the cavity radius (rc) based
on ref (black thick lines),bb (black thin lines), andopen (gray
thick lines) molecular dynamics simulations. (a)〈nr. wt〉, ensemble
average of the total number of water molecules inside the cavity
(and their standard deviations as vertical bars). (b) nr. ex-wt, total
number of exchanging water molecules. (c) nr. nex-wt, total number
of never-exchanging water molecules. See Table 1 for reference
codes and the Materials and Methods section for computational
details.

FIGURE 6: Time series of (a) the total number of water molecules
inside the cavity (nr. wt) and (b) the total number of (solute-solvent
and solvent-solvent) hydrogen bonds inside the cavity (nr. H-
bonds). Graphs refer toref (black thick lines),bb (black thin lines),
open (gray thick lines),rst (dotted black lines), andrsto (dotted
gray lines) simulations, respectively. The cavity was defined by a
radiusrc ) 0.75 nm from Asp 235. For graphical purposes, running
averages (over periods of 10 ps) are shown. See Table 1 for
reference codes and the Materials and Methods section for
computational details.
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Figure 7 displays the 20 largest sorted values of the
maximum residence time (τmax) for individual water mol-
ecules entering the W191G cavity as calculated forref, bb,
and open simulations and on the basis of different cavity
radii (in the rangerc ) 0.5-0.9 nm). We find that water
molecules near Asp 235 have comparatively largerτmax

values when the cavity is occupied by K+ and the gating
loop is in its closed state (ref andbb vs open). However, a
number of molecules (ref, 6; bb, 2; open, 4) show maximum
residence times longer than 5 ns for all simulations at 300
K. On the contrary, no water molecule shows maximum
residence times larger than 0.50 and 0.25 ns forrst andrsto
simulations at 500 K, respectively. The number of these
(slowly or never) exchanging water molecules is systemati-
cally close to the average number of occupancy of the deeper
cavity (compare with〈nr. wt〉 values in Figure 5a;rc < 0.5
nm). This observation holds also for larger cavity radii in
the case ofref andbb simulations. Interestingly, different
curves are observed forref andbb (characterized by steep
decreases) versusopen (characterized by gradual decrease)
simulations, demonstrating thatτmax values capture the
different properties of exchanging waters depending on the
state of the loop gate.

The comparison between cavity and bulk solvent dynamic
diffusion properties supplies additional insight on the be-
havior of water. The self-diffusion coefficients〈D〉nex aver-
aged over the water molecules permanently inside the cavity
(nr. nex-wt atrc ) 0.75 nm,ref: 6; bb: 3) are 3.1 10-10

and 4.3 10-10 m2 s-1, that is, about a factor of 8 or 10 smaller
than that estimated for bulk water, on the basis of experi-
ments (2.4 10-9 m2 s-1 (76)) and the SPC water model (4.2
10-9 m2 s-1 (77)), respectively. Similarly, the self-diffusion
coefficient of the K+ ion bound to the apo W191G cavity is
about 10 times smaller than the average value〈D〉Kout over
the 7 K+ ions present in solution (3.2 10-10 and 4.0 10-9 m2

s-1, respectively).
Some relevant trends concerning water dynamics and

exchange can be summarized in the following key points:

(i) Exchange of water molecules between the cavity and
bulk solvent occurs (to different extent) in all simulations
suggesting that this process is not fully prevented by closing
the loop gate and that sufficient flexibility of this region
allows the passage of at least a few water molecules.

(ii) In the case ofref versusbb, a reduced number of water
molecules is involved in exchange events when the cavity
is occupied by the ligand; in the case of the apo structure
occupied by one K+ ion, we find that one molecule never
leaves the deeper part of the cavity (Figure 5c; nr. ex-wt,rc

< 0.6 nm); in theref andbb cases 6 and 3 water molecules
never leave the whole cavity volume, respectively (Figure
5c; nr. nex-wt,rc ) 0.75 nm), in agreement with the presence
of 6 and 3 water sites determined by X-ray crystallography
experiments (Table 1). The corresponding crystallographic
water sites are in qualitative agreement with calculated
ensemble-averaged hydration-density maps (Figure 4a and
b); comparatively higher〈nr. wt〉 and nr. nex-wt values and
lower nex values for ref are found concerning the water
dynamics of the whole cavity (Figure 5a and c;rc ) 0.75
nm).

(iii) In the case ofref versusopen, a reduced number of
water molecules occupies on average the deeper volume of
the cavity near Asp 235 (Figure 5a;〈nr. wt〉, rc < 0.6 nm),
and a larger number occupies on average the whole cavity
(Figure 5a;〈nr. wt〉, rc ) 0.75 nm; also cf. Figure 4a vs 4c)
when the gating loop is in its open state. Water exchange is
significantly enhanced, and the number of exchanging water
molecules significantly increased upon opening the cavity
gate, concerning both the deeper and the whole cavity
volumes (Figure 5b; nr. ex-wt,rc ) 0.5 and 0.75 nm). No
water molecule resides permanently in the cavity when the
gating loop is in its open state (Figure 5c; nr. nex-wt,rc <
0.8 nm). The 3 crystallographic water sites are in qualitative
agreement with calculated ensemble-averaged hydration-
density maps (Figure 4c).

(iv) In the case ofrst andrsto versusref andopen, that
is, a comparison between simulations at 300 and 500 K (in
the second case keeping the backbone CR positionally
restrained close to the initial X-ray structure), the temperature
increase results in significantly larger values of〈nr. wt〉 (and
of their standard deviations); about a factor of 10 largernex

values; and more than a factor of 100 larger nr. ex-wt values.
No water molecule resides permanently in the cavity at 500
K, even when the simulation starts from a closed-gate cavity.

DISCUSSION

The artificial cavity of the W191G mutant of cytochrome
c peroxidase shows distinct dynamics and hydration proper-
ties depending on the closed or open state of the flexible
gating loop, the presence of (K+ or small molecule) binding
cations, and the temperature of the system. The molecular
dynamics simulations presented herein show good general
stability and agreement with the experimental data available.

The following conclusions emerge on the dynamics of the
W191G protein. First, the conformational space sampled by
the loop region shows a sizable reduction when the cavity
hosts a small positively charged compound. Second, the
conformational sampling of the cavity shows sizable reduc-

FIGURE 7: Sorted values of the largest 20 maximum residence times
(τmax) of water molecules entering the W191G cavity forref, bb,
and open simulations. The results for increasing cavity volumes
(rc ) 0.5: dashed line, 0.6, 0.7, 0.8, and 0.9 nm) are displayed
with corresponding darker lines. See Table 1 for reference codes
and the Materials and Methods section for computational details.
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tion upon binding as quantified by analyzing backbone
flexibility and the distributions of the dihedral spaces
accessed by cavity residues. Third, the comparison of the
surface solvent accessibility between single X-ray crystal
structures and liquid-phase MD simulation ensembles indi-
cates possible differences concerning solvent-exposed regions
of the protein surface.

The following conclusions emerge concerning water
dynamics and exchange in the W191G cavity. First, water
disorder within the cavity and exchange between the cavity
and bulk solvent are dominated by the presence of one
charged molecule or ion, by the state of the cavity gate, and
by the system temperature. The largest ordering factor is the
presence of the K+ ion occupying the gated W191G cavity,
and cooperative interaction among several water molecules
and polar residues define a network of interactions in
qualitative agreement with that determined experimentally
(28-32). Second, the opening of the cavity toward the bulk
solvent introduces a large perturbation on the dynamic
behavior of cavity waters. Considerable water exchange
between the cavity and the bulk solvent occurs in the open-
gate ensemble when no ligand or cation is bound. This
suggests that cavity water molecules are rather disordered
and that the open W191G cavity of cytochromec peroxidase
may experience hydration similar to that experimentally
characterized for human interleukin-1â (48). Yet, water
diffusion is on average significantly slower inside the cavity
than in the bulk solvent. Third, concerning the dependence
of the number of water exchange events on the system
temperature we observed effects in line with the behavior
recently reported for the water molecules occupying a buried
cavity of cytochromec on the basis of residence time and
coordination number calculations (23).

The simulations presented supply detailed information
concerning the structural role of specific water molecules
and allow more general conclusions on the interpretation of
X-ray crystallography experiments elucidating time and
ensemble averaging effects. Water sites determined by X-ray
crystallography experiments systematically correspond to
highly favorable average location of water molecules from
simulation, within the approximations commonly employed
in crystallographic refinement (22, 73). However, our simu-
lations suggest that the water sites located on the basis of
X-ray crystallography data have to be interpreted as spheres
defining the favorable (ensemble-averaged) presence of water
molecules. In fact, individual water molecules may repeatedly
exchange among water sites within the cavity volume yet
occupy these sites on average. This suggests that X-ray
crystallographic water sites correctly placed after model
refinement are only a necessary (not sufficient) condition to
imply the presence of permanently bound water molecules.
This is of fundamental importance to design effective drug
design methodology for ligand docking and will be further
investigated.

Four major conclusions are apparent from our study. First,
it seems misleading to interpret experimentally obtained
conformations of protein loop regions in terms of single
dominant structures. In fact, a variety of conformations
(clusters of structures) is found. This observation is in line
with the conformational heterogeneity of flexible surface
loops described in the recent literature. We have shown that
the dominant loop configurations in solution can be suc-

cessfully captured using a clustering method previously
described (67) and applied in the context of flexible peptides
(14, 67-69). We suggest that this procedure is a useful tool
to characterize the flexibility of mobile regions in biomol-
ecules. Second, our simulations support the general picture
of Pro 190cis-trans isomerization as a determinant of the
loop-opening mechanism and are in line with the general
observation of Procis-transisomerization in folded proteins
being governed also by cooperative (42) (long-range) as
opposed to only local (43) (short-range) interactions. Third,
receptor flexibility appears to be a key ingredient of ligand
binding and molecular recognition (78). Therefore, docking
studies aimed at understanding molecular association pro-
cesses in the liquid phase should involve the extensive
sampling of the receptor conformational space. Fourth,
molecular dynamics simulations can be used to characterize
the effects regulating the dynamics and exchange of water
molecules and ions, providing atomic level and time-
dependent information otherwise invisible to experiments.
Future NMR experiments and free energy and entropy
calculations will elucidate the different thermodynamic roles
of bound and unbound cavity waters.
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SUPPORTING INFORMATION AVAILABLE

Solute-solvent hydrogen-bond occurrences in the W191G
cavity (Table S1); time series of secondary structure forma-
tion (Figure S1); analysis of heme cofactor stability (Figure
S2); distributions of Asn 295-ion distances (Figure S3);
backbone torsional angle distributions characterizing the
loop-gating mechanism around Pro 190 and Asn 195 hinge
points (Figure S4); time series of SASA and W191G cavity
RGYR values (Figure S5); and radial distribution functions
for water oxygens in the cavity (Figure S6). This material is
available free of charge via the Internet at http://pubs.acs.org.
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Groningen, Germany.

54. Soares, T. A., Hu¨nenberger, P. H., Kastenholz, M. A., Kra¨utler,
V., Lenz, T., Lins, R. D., Oostenbrink, C., and van Gunsteren,
W. F. (2005) An improved nucleic acid parameter set for the
GROMOS force field,J. Comput. Chem. 26, 725-737.

55. Berendsen, H. J. C., Postma, J. P. M., van Gunsteren, W. F., and
Hermans, J. (1981) Interaction Models for Water in Relation to
Protein Hydration, inIntermolecular Forces(Pullman, B. E., Ed.),
pp 331-342, D. Reidel Publishing Company, Dordrecht, The
Netherlands.

56. Åqvist, J. (1990) Ion-water interaction potentials derived from free
energy perturbation simulations,J. Phys. Chem. 94, 8021-8024.

57. The PDB structures used in this study are available from the RCSB
Protein Data Bank, http://www.rcsb.org. The PDB ID reference
codes of the structures used in this study are as follows: 1AA4
(ref; rst), 1AEN (bb), and 1RYC (open; rsto). The corresponding
models were refined at resolutions of 0.21, 0.21, and 0.18 nm,
respectively.

58. Hockney, R. W. (1970) The potential calculation and some
applications,Methods Comput. Phys. 9, 136-211.

59. Ryckaert, J. P., Ciccotti, G., and Berendsen, H. J. C. (1977)
Numerical-integration of Cartesian equations of motion of a system
with constraints: molecular-dynamics of n-alkanes,J. Comput.
Phys. 23, 327-341.

60. Berendsen, H. J. C., Postma, J. P. M., van Gunsteren, W. F.,
DiNola, A., and Haak, J. R. (1984) Molecular-dynamics with
coupling to an external bath,J. Chem. Phys. 81, 3684-3690.

61. van Gunsteren, W. F., and Berendsen, H. J. C. (1990) Computer-
simulation of molecular-dynamics: methodology, applications, and
perspectives in chemistry,Angew. Chem., Int. Ed. Engl. 29, 992-
1023.

62. Tironi, I. G., Sperb, R., Smith, P. E., and van Gunsteren, W. F.
(1995) A generalized reaction field method for molecular-
dynamics simulations,J. Chem. Phys. 102, 5451-5459.

63. Heinz, T. N., van Gunsteren, W. F., and Hu¨nenberger, P. H. (2001)
Comparison of four methods to compute the dielectric permittivity
of liquids from molecular dynamics simulations,J. Chem. Phys.
115, 1125-1136.

64. Heinz, T. N., and Hu¨nenberger, P. H. (2004) A fast-construction
algorithm for molecular simulations under periodic boundary
conditions,J. Comput. Chem. 25, 1474-1486.

65. McLachlan, A. D. (1979) Gene duplications in the structural
evolution of chymotrypsin,J. Mol. Biol. 128, 49-79.

66. Kabsch, W., and Sander, C. (1983) Dictionary of protein secondary
structure: pattern recognition of hydrogen bonded and geometrical
features,Biopolymers 22, 2577-2637.

67. Daura, X., van Gunsteren, W. F., and Mark, A. E. (1999) Folding-
unfolding thermodynamics of aâ-heptapetide from equilibrium
simulations,Proteins: Struct., Funct., Genet. 34, 269-280.

68. Baron, R., Bakowies, D., van Gunsteren, W. F., and Daura, X.
(2002) â-peptides with different secondary-structure prefer-
ences: how different are their conformational spaces?HelV. Chim.
Acta 85, 3872-3882.

69. Baron, R., Bakowies, D., and van Gunsteren, W. F. (2005)
Principles of carbopeptoid folding: a molecular dynamics simula-
tion study,J. Pept. Sci. 11, 74-84.

70. Hubbard, S. J., and Thornton, J. M. (1993)NACCESS, Computer
program, Department of Biochemistry and Molecular Biology,
University College London, UK.

71. Humphrey, W., Dalke, A., and Schulten, K. (1996) VMD: Visual
molecular dynamics,J. Mol. Graphics 14, 33-38. .

72. Hünenberger, P. H., Mark, A. E., and van Gunsteren, W. F. (1995)
Fluctuation and cross-correlation analysis of protein motions
observed in nanosecond molecular dynamics simulations,J. Mol.
Biol. 252, 492-503.

73. Garcia, A. E., Krumhansi, J. A., and Frauenfelder, H. (1997)
Variation on a theme by Debye and Waller: from simple crystal
to proteins,Proteins 29, 153-160.

74. Svergun, D. I., Richard, S., Koch, M. H. J., Sayers, Z., Kuprin,
S., and Zaccai, G. (1998) Protein hydration in solution: experi-
mental observation by X-ray and neutron scattering,Proc. Natl.
Acad. Sci. U.S.A. 95, 2267-2272.

75. Leitner, D. M., Havenith, M., and Gruebele, M. (2006) Biomol-
ecule large-amplitude motion and solvation dynamics: modeling
and probes from THz to X-rays,Int. ReV. Phys. Chem 25, 553-
582.

76. Krynicki, K., Green, C. D., and Sawyer, D. W. (1978) Pressure
and temperature-dependence of self-diffusion in water,Faraday
Discuss. Chem. Soc. 66, 199-208.

77. Baron, R., Trzesniak, D., de Vries, A. H., Elsener, A., Marrink,
S. J., and van Gunsteren, W. F. (2007) Comparison of thermo-
dynamic properties of coarse-grained and atomic-level simulation
models,ChemPhysChem 8, 452-461.

78. McCammon, J. A. (2005) Target flexibility in molecular recogni-
tion, Biochim. Biophys. Acta 1754, 221-224.

BI700866X

10642 Biochemistry, Vol. 46, No. 37, 2007 Baron and McCammon


